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1. Introduction

The story of this paper is short but remarkable. All the authors of the present
paper participated in the memorial conference dedicated to Dr. V. A. Maly-
shev on the occasion of his 85th birthday (Moscow, June 2023). After the talk
of Stanislav Molchanov on applications of cluster estimates of Wick–Hermite
polynomials (these estimates were developed in the well-known monograph by
V. A. Malyshev and R. A. Minlos, [11]), the second coauthor, Albert Shiryaev,
asked a question about the relation of this activity with the Mehler formula
for the two-dimensional Gaussian densities and its possible generalizations (see
Examples 9 and 10 below). The speaker has not heard about such a formula,
though it was clear that this question is directly related to the topic of the



460 E. Chernousova, S. Molchanov and A. Shiryaev

talk. The subsequent discussion with involvement of the third coauthor of the
present paper had clarified the matter, and, in particular, the link between
Mehler type formulas with quantum mechanics and perturbation theory for
harmonic oscillator type models. The present paper is addressed to specialists
in probability who are not acquainted with quantum mechanical and general
theory of orthogonal polynomials.

2. General properties of Hermite polynomials

This section provides information on Hermite polynomials that can be found
in any of the books on orthogonal polynomials. These general properties are
given for the sake of completeness, and will be used in the subsequent proofs.

Being a representative of the broad and important class of orthogonal poly-
nomials, the Hermite polynomials seem to be the most widely useful in various
applications. For example, they found their applications in probability for as-
ymptotic expansions in the limit theorems, in quantum mechanics in the model
of harmonic oscillator, in theoretical physics in quantum field theory, etc. In
the nonprobabilistic setting, Hermite polynomials are defined by orthogonaliz-
ing the monomials {1, x, x2, x3, . . .} in the weighted Hilbert space L2(R, p(x)),
p(x) = exp{−x2} (the space of functions square integrable with the weight
exp{−x2}). In probability, the corresponding weight function is slightly differ-
ent: this function is defined as the density of the standard normal distribution

φ(x) = 1√
2π

exp
(
−x

2

2

)
:

L2(R, p(x)) =

{
ϕ : R→ R :

∫
R

ϕ2(x)φ(x) dx <∞
}
.

A different approach involves the equivalent space of random variables repre-
sentable as a function of the standard Gaussian random variable X ∼ N (0, 1)
defined on some probability space (Ω,F , P )

L2(Ω) =
{
Y = ϕ(X), EY 2 <∞

}
.

By Hn(x), n ≥ 0, we will denote the corresponding monic orthogonal poly-
nomial in the space L2(R, φ(x)) with the leading term xn:

H0(x) = 1, H1(x) = x, H2(x) = x2 − 1, . . .Hn(x) = xn + . . .

Hn(x) = (−1)n exp
(x2

2

) dn
dxn

exp
(
−x

2

2

)
= (−1)n

dn

dxnφ(x)

φ(x)
. (2.1)

Formula (2.1) is known as the Rodrigues formula.
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Applying the classical Taylor expansion, we obtain the generating function

∞∑
n=0

Hn(x)an

n!
= exp

(
− (x− a)2

2

)
exp
(x2

2

)
= exp

(
ax− a2

2

)
. (2.2)

Since the right-hand side of (2.2) is analytic, the variables a and x can be made
to be complex, in particular, one can put a = iz, z ∈ R. Now applying the Euler
formula eixz = cos(xz) + i sin(xz) and separating the real and imaginary parts,
we get the generating functions for the even and odd Hermite polynomials:

∞∑
n=0

(−1)n
H2n(x)z2n

(2n)!
= exp

(z2

2

)
cos(xz), (2.3)

∞∑
n=0

(−1)n
H2n+1(x)z2n+1

(2n+ 1)!
= exp

(z2

2

)
sin(xz). (2.4)

Taking the derivative ∂
∂x of both sides of (2.2), we get

∞∑
n=0

H ′n(x)an

n!
= a exp

(
ax− a2

2

)
=

∞∑
n=0

Hn(x)an+1

n!
,

which gives
H ′n(x) = nHn−1(x). (2.5)

Another important relation can be obtained from the expression

exp
(
−x

2

2

)
Hn(x) = (−1)n

dn

dxn
exp
(
−x

2

2

)
.

Taking again the derivative ∂
∂x , we get

−xHn(x) +H ′n(x) = −Hn+1(x), n ≥ 1,

and hence
Hn+1(x) = xHn(x)−H ′n(x), n ≥ 0. (2.6)

or, in an equivalent form

φ(x)Hn+1(x) = − (φ(x)Hn(x))
′
, n ≥ 0. (2.7)

Starting with H0(x) = 1, we obtain recursively

H1(x) = x, H2(x) = x2 − 1, H3(x) = x3 − 3x, H4(x) = x4 − 6x2 + 3.
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In general, an induction argument shows that

Hn(x) = xn −
(
n

2

)
· 1 · xn−2 +

(
n

4

)
· 1 · 3 · xn−4 + . . .

+ . . . (−1)k
(
n

2k

)
· 1 · 3 · . . . · (2k − 1) · xn−2k + . . .

=

[n/2]∑
k=0

(−1)k
(
n

2k

)
(2k − 1)!!xn−2k,

(2.8)

so that the constant term in (2.8) is 0 for odd n, and is

(−1)k(2k − 1)!! for n = 2k.

Note that Hn(x) involves the powers of x with the same parity as n, i.e.,

Hn(−x) ≡ (−1)nHn(x).

This follows from the general theory of classical orthogonal polynomials (see,
for example, Theorem 1.1.3 in [17]), since the weight function φ(x) is even, and
since the orthogonality interval is symmetric about the origin.

It is also worth pointing out that all zeros of the Hermite polynomials are real
and distinct (this follows, for example, from the general theory of orthogonal
polynomials; see [17], Theorem 1.1.9); in addition, the zeros of the neighboring
polynomials Hn(x) and Hn+1(x) interlace (see [17], Theorem 1.1.10).

The long expression for the nth polynomial (2.8) can be compactly written
in the integral form

Hn(x) =

∞∫
−∞

(x+ it)nφ(t) dt =

∞∫
−∞

(x+ it)n
1√
2π

exp
(
− t

2

2

)
dt, (2.9)

where we recall that

1 · 3 · . . . · (2k − 1) = (2k − 1)!! =

∞∫
−∞

t2kφ(t) dt.

Note that from (2.9), using binomial theorem, one can easily find that

Hn(x+ y) =

n∑
k=0

(
n

k

)
ykHn−k(x). (2.10)

2nHn(x+ y) =

n∑
k=0

(
n

k

)
Hk(2x)Hn−k(2y). (2.11)
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It is also easily seen (see above) that the value of the Hermite polynomials at
the origin is given by

Hn(0) =

{
(−1)k(2k − 1)!!, n = 2k,

0, n = 2k + 1.
(2.12)

Differentiating (2.9) with respect to x, we again arrive at (2.5). Integrating
(2.9) with respect to x, we find that

a∫
0

Hn(x) dx =
Hn+1(a)−Hn+1(0)

n+ 1
. (2.13)

In addition to the integral representation (2.9) one can derive some other
ones (see for example, [17]); in particular, using the Cauchy theorem, or the
representation for the coefficients of the Taylor series for the generating func-
tion (2.2), we have

Hn(x) =
n!

2πi

∫
Γ

ezx−
z2

2
dz

zn+1
, (2.14)

where Γ is an arbitrary contour encircling the origin.
Another integral representation will be obtained below (see (2.22), (2.23)

and (2.21)).

Lemma 1. The nth Hermite polynomial Hn(x) is a solution of the differential
equation

y′′ − xy′ + ny = 0,

or, in other words,
H
′′

n (x)− xH
′

n(x) + nHn(x) = 0. (2.15)

For a proof it suffices to differentiate n+1 times (using the Leibniz rule) the
equality

φ′(x) = −xφ(x),

where φ(x) = 1√
2π

exp
(
−x

2

2

)
, use the substitution

φ(n)(x) = (−1)nφ(x)Hn(x)

(see (2.1)) and differentiate one more time.
It is worth pointing out that the differential equation from Lemma 1 is closely

related to the one-dimensional Schrödinger equation from quantum mechanics:
the solution of the Schrödinger equation in dimension 1 with quadratic potential
(harmonic oscillator) can be expressed in terms of the Hermite polynomial (see,
for example [17, Chap. V, § 6]).
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The recurrent relation for the Hermite polynomials can be obtained by dif-
ferentiating the generating function (2.2) and equating the corresponding coef-
ficients:

Hn+1(x)− xHn(x) + nHn−1(x) = 0. (2.16)

The orthogonality of the Hermite polynomials follows from the expression
for the generating function (2.2)( ∞∑

n=0

Hn(x)an

n!

)( ∞∑
m=0

Hm(x)bm

m!

)
= e(a+b)x− a

2+b2

2

= e(a+b)x− (a+b)2

2 eab.

Integrating the left- and right-hand sides of the last expression with the weight
function φ(x), we get

∞∑
n=0

∞∑
m=0

an

n!

bm

m!

∞∫
−∞

Hn(x)Hm(x)φ(x) dx = eab,

which implies that

∞∫
−∞

Hn(x)Hm(x)φ(x) dx =
(
Hn, Hm

)
φ

= 0, m 6= n,

(
Hn, Hm

)
φ

= n!δm,n. (2.17)

This means that the functions

Hn(x)√
n!

= en(x), n ≥ 0 (2.18)

form an orthonormal basis for the space L2(R, φ(x)).
For any f(x) ∈ L2(R, φ(x)), consider its Fourier–Hermite series expansion

f(x) =

∞∑
n=0

en(x)
(
f, en

)
φ

=

∞∑
n=0

Hn(x)

n!

∞∫
−∞

f(y)Hn(y)φ(y) dy. (2.19)

Here, direct evaluation of the coefficients

(
f, en

)
φ

=

∞∫
−∞

f(y)Hn(y)φ(y) dy

is not always convenient; sometimes, it is useful to apply the following tricks.
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We recall the following integral representation (the inversion formula for the

Fourier transform φ̂(k) = e−
k2

2 ):

φ(y) =
1

2π

∞∫
−∞

e−
k2

2 −iykdk =
1

π

∞∫
0

e−
k2

2 cos(yk) dk. (2.20)

Differentiating this relation n times and using Hn(t)φ(y) = (−1)n dn

dynφ(y) (see

(2.1)), we find that

Hn(y)φ(y) =
1

2π

∞∫
−∞

(ik)ne−
k2

2 −iykdk. (2.21)

The last formula, when divided by φ(y), can be looked upon as an integral
representation of Hermite polynomials, or, more precisely,

H2n(y) =
(−1)n√

2π
e
y2

2

∞∫
0

k2ne−
k2

2 cos(ky)dk, (2.22)

H2n+1(y) =
(−1)n√

2π
e
y2

2

∞∫
0

k2n+1e−
k2

2 sin(ky)dk. (2.23)

Using (2.21), changing the integration order, and assuming f(x) ∈ L1(R, dx),
we have

(
f, en

)
φ

=

∞∫
−∞

f(y)Hn(y)φ(y) dy =
1

2π

∞∫
−∞

f̂(k)(ik)n exp

(
−k

2

2

)
dk, (2.24)

where f̂(k) =
∫∞
−∞ f(x)eikx dx is the Fourier transform of the function f(x).

Formula (2.24) can also be obtained differently via the Parseval identity

∞∫
−∞

f(x)Hn(x)φ(x) dx =
1

2π

∞∫
−∞

f̂(k)
(
Ĥnφ

)
(k) dk

under the additional assumption that f(x) ∈ L2 (R, dx), and with the help of
the formula

Ĥnφ(k) = (−1)nφ̂(n)(k) = (ik)nφ̂(k) = (ik)n exp

(
−k

2

2

)
, (2.25)

which easily follows, for example, from (2.1) by integration by parts (see also [4,
Ch. XVI, the end of § 1]).
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As a result, we finally have

f(x) =
1

2π

∞∑
n=0

Hn(x)

n!
in
∞∫
−∞

f̂(k)kn exp

(
−k

2

2

)
dk. (2.26)

Another method of evaluation of
(
f, en

)
φ

=
∫∞
−∞ f(y)Hn(y)φ(y) dy, under

the assumption f ∈ C∞(R), is based on (2.1) and integration by parts:

∞∫
−∞

f(y)Hn(y)φ(y) dy = (−1)n
∞∫
−∞

f(y)
dn

dyn
φ(y) dy

=

∞∫
−∞

φ(y)
dn

dyn
f(y) dy.

We finally have

f(x) =

∞∑
n=0

Hn(x)

n!

∞∫
−∞

φ(y)
dn

dyn
f(y) dy. (2.27)

In some cases, it proves possible to obtain a Fourier series expansion in Her-
mite polynomials (2.19) without having recourse to formulas (2.26) and (2.27)
(see Example 1 below).

Consider some examples.

Example 1. From (2.2), (2.3), (2.4) we have, respectively, the expansions

eax = e
a2

2

∞∑
n=0

Hn(x)

n!
an, (2.28)

cosx =

∞∑
n=0

(−1)n
H2n(x)

(2n)!
, (2.29)

sinx =

∞∑
n=0

(−1)n
H2n+1(x)

(2n+ 1)!
. (2.30)

In view of (2.28) and since coshx = ex+e−x

2 , sinhx = ex−e−x
2 , we have,

respectively,

coshx =

∞∑
n=0

H2n(x)

(2n)!
, (2.31)

sinhx =

∞∑
n=0

H2n+1(x)

(2n+ 1)!
. (2.32)
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Example 2. f(x) = sign x.

sign x =

√
2

π

∞∑
n=0

(−1)n
H2n+1(x)

(2n+ 1)!
(2n− 1)!!

=

√
2

π

∞∑
n=0

(−1)n
H2n+1(x)

(2n+ 1)(2n)!!
.

(2.33)

Example 3. f(x) = xN , x ∈ R. Using (2.27), we separately evaluate

∞∫
−∞

φ(y)
dn

dyn
yN dy

=

{
N !

(N−n)! (N − n− 1)!!, N − n = 2m, m = 0, 1, . . . , [N/2];

0, otherwise.

As a result, we have

xN =

[N/2]∑
m=0

HN−2m(x)

(
2m

N

)
(2m− 1)!! (2.34)

The last formula can be looked upon as an inversion of (2.8).

3. The Wick exponent. One-dimensional Gaussian distribution

In this section we define the nth Wick power of a random variable X and
show that if X ∼ N (0, 1) then the nth Wick power coincides the nth Hermite
polynomial.

A different point of view on Hermite polynomials occurs in physics (see, for
example, [11], [14], [5]). The expression :Xn:, known as the nth Wick power of
a random variable X (not necessarily Gaussian), is defined inductively by

:X0: = 1,

d

dX
:Xn: = n :Xn−1:, n = 1, 2, . . .

E :Xn: = 0, n = 1, 2, . . .

(3.1)

Using the generating function (the Wick exponent)

: exp(aX): =

∞∑
n=0

an

n!
:Xn:,
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we get

d

dX
: exp(aX): = a : exp(aX):,

E : exp(aX): = 1.

From the point of view of formal powers series

: exp(aX): =
exp(aX)

E exp(aX)
.

In the case of a Gaussian random variable X ∼ N (0, σ2),

: exp(aX): = exp

(
aX − σ2

2
a2

)
.

Equating the coefficients of an, we obtain

:Xn: =

[n2 ]∑
m=0

n!

m!(n− 2m)!
Xn−2m

(
−1

2
σ2

)m
.

In the particular case σ2 = 1, this formula was given above (see (2.8)).
Comparing the coefficients of an in the expression exp(aX) = : exp(aX) :

exp(σ
2

2 a
2), we get

Xn =

[n2 ]∑
m=0

n!

m!(n− 2m)!
:Xn−2m :

(
1

2
σ2

)m
.

In the particular case σ2 = 1, this formula was given above (see (2.34)).
In other words, if X ∼ N (0, 1), then the Wick power is the Hermite polyno-

mial,
Hn(X) = :Xn : .

Further, according to the above, :Xn: is the perpendicular from Xn ∈ L2 (Ω)
onto the subspace of polynomials of X of degree < n. In what follows, we will
use both notation for Hermite–Wick polynomials.

Let us consider examples of Fourier series expansions in Hermite–Wick poly-
nomials of functions related to Gaussian distributions.

Example 4.

f(x) =
1√

2πσ2
exp

(
− x2

2σ2

)
, x ∈ R,

i.e., the density of the normal distribution with zero expectation and variance
σ2, N (0, σ2).
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Using f̂(k) = exp
(
−k

2σ2

2

)
and (2.26), we have

f(x) =
1

2π

∞∑
n=0

Hn(x)

n!
in
∞∫
−∞

kn exp

(
−k

2(1 + σ2)

2

)
dk

=
1

2π

∞∑
n=0

H2n(x)

(2n)!
(−1)n

∞∫
−∞

k2n exp

(
−k

2(1 + σ2)

2

)
dk,

and now using the formula for even moments of the centered normal distribution

1√
2πτ2

∞∫
−∞

k2n exp

(
− k2

2τ2

)
dk = (2n− 1)!!τ2n

we obtain

1√
2πσ2

exp

(
− x2

2σ2

)
=

1√
2π(1 + σ2)

∞∑
n=0

(−1)n
H2n(x)

(1 + σ2)n
(2n− 1)!!

(2n)!

=
1√

2π(1 + σ2)

∞∑
n=0

(−1)n
H2n(x)

(1 + σ2)n(2n)!!

=
1√

2π(1 + σ2)

∞∑
n=0

(−1)n
H2n(x)

[2(1 + σ2)]nn!
. (3.2)

The coefficients of the Fourier series can be evaluated directly:

∞∫
−∞

f(y)Hn(y)φ(y) dy =
1√

2π(1 + σ2)

∞∫
−∞

Hn(y)φτ (y) dy

where

φτ (y) =
1√
2πτ

exp
(
− x2

2τ2

)
is the density of the normal distribution N (0, τ2); τ2 = σ2

1+σ2 .
To evaluate the last integral, we use the formula for the generating function

of the Hermite polynomials (2.2), and integrate the right- and left-hand sides
with the weight function φτ (y). We have

∞∫
−∞

Hn(y)φτ (y) dy =

{
(2m)!
m!

(
τ2−1

2

)m
, n = 2m;

0, n = 2m+ 1;

=

{
(2m− 1)!!

(
τ2 − 1

)m
, n = 2m;

0, n = 2m+ 1;

(3.3)
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∞∫
−∞

f(y)Hn(y)φ(y) dy =

{
(−1)m (2m−1)!!√

2π[1+σ2]m+1/2 , n = 2m;

0, n = 2m+ 1.

Example 5. f(x) =
∫ x

0
φ(y) dy, x ≥ 0, i.e., 1/2 + f(x) = Φ(x) is a distribution

function of N (0, 1) law.

Integrating (3.2) and using (2.13), we have

x∫
0

φ(y) dy =
1

2
√
π

∞∑
n=0

(−1)n
H2n+1(x)

2n
(2n− 1)!!

(2n+ 1)!

=
1√
π

∞∑
n=0

(−1)n
H2n+1(x)

(2n+ 1)n!22n+1
.

In the following examples, we consider Gaussian mixtures.

Example 6.

f(x) =

∞∫
0

1√
2πσ2

exp(− x2

2σ2
)g(σ) dσ, x ∈ R,

g(σ) ≥ 0, σ ≥ 0,

∞∫
0

g(σ) dσ = 1,

i.e., the density of the mixture of the normal distribution with zero expectation
and the mixing density function g(σ).

Here, it is worth recalling the following interpretation of the random variable
X with this density function f(x) (see [16, Ch. VI, § 9]). On the one hand, we
have (in distribution)

X = ξ
√
η,

where ξ is the standard normal random variable, i.e., ξ ∼ N (0, 1), η is a nonnega-
tive random variable with density function g(·). This result becomes transparent
in the Fourier transform:

f̂(k) =

∞∫
0

e−
k2σ2

2 g(σ) dσ = G(k2/2);

here G(·) is the Laplace transform of the random variable
√
η.

On the other hand, we have the equality (in distribution)

X = W (η),
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where W (t), t ≥ 0 is the standard Wiener process, η is a nonnegative random
variable with density function g(·).

If η is an infinitely divisible random variable, then so is X (see [16, Ch. VI,
§ 9]).

In view of (3.2), we have

∞∫
0

1√
2πσ2

exp

(
− x2

2σ2

)
g(σ) dσ

=
1√
2π

∞∑
n=0

(−1)n
H2n(x)

2nn!

∞∫
0

g(σ)

(1 + σ2)n+1/2
dσ.

(3.4)

Consider separately

∞∫
0

g(σ)

(1 + σ2)n+1/2
dσ =

∞∫
0

g(
√
t)

2
√
t(1 + t)n+1/2

dt =

∞∫
0

g̃(t)

(1 + t)n+1/2
dt.

Assume that g̃(t) is the density function of a stable law with parameter β/2,
β ∈ (0, 2), i.e.,

G(λ) =

∞∫
0

e−λtg̃(t) dt = e−cλ
β/2

(for the canonical representation of the Laplace transform of stable distributions
on the positive half-axis, see, for example, [16, V. Theorem 3.5]).

In this case, the corresponding Gaussian mixture is a symmetric stable law
of distribution with parameter β:

f̂(k) =

∞∫
−∞

eikxf(x) dx =

∞∫
0

e−
k2σ2

2 g(σ) dσ

=

∞∫
0

e−
k2t
2 g̃(t) dt = G

(
k2

2

)

= e
−c
(
k2

2

)β/2
= e−c1|k|

β

, β ∈ (0, 2),

(for the canonical representation of characteristic functions of symmetric stable
distributions, see, for example, [16, V. Theorem 3.5]). This result is well known
(see, for example, [16, VI, Theorem 9.3]).

It is worth pointing out that symmetric stable distributions (with parame-
ter β) are Gaussian mixtures (in variance, i.e., in the scaling parameter) with
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mixing stable distribution (on the half-axis, with parameter β/2). In particu-

lar, the Cauchy distribution is a Gaussian mixture with mixing density e−1/(2t)
√

2πt3/2

(Lévy distribution i.e. stable law with α = 1/2, β = 1). This fact is well known
in the literature (see, for example, [8]).

As an example of expansion into a Fourier series in Hermite polynomials,
consider the above particular case of the standard Cauchy distribution:

f(x) =
1

π(1 + x2)
=

∞∫
0

1√
2πt

exp

(
−x

2

2t

)
e−1/(2t)

√
2πt3/2

dt, x ∈ R.

Let us evaluate the coefficients of the Fourier series (the function is even, and
hence the coefficients of odd powers are zero) using (2.26). We have

∞∫
−∞

f(x)H2n(x) dx =
(−1)n

2π

∞∫
−∞

f̂(k)k2n exp

(
−k

2

2

)
dk

=
(−1)n

2π

∞∫
−∞

e−|k|k2n exp

(
−k

2

2

)
dk

=
(−1)n

π

∞∫
0

k2n exp

(
−k

2

2
− k
)
dk.

Consider separately the integral

∞∫
0

k2n exp

(
−k

2

2
− k
)
dk =

√
e

∞∫
1

(z − 1)2n exp

(
−z

2

2

)
dz

=
√
e

n∑
l=0

(
2n

2l

) ∞∫
1

z2l exp

(
−z

2

2

)
dz.

Integrating by parts, the integral can be either evaluated recurrently as follows

∞∫
1

z2l exp

(
−z

2

2

)
dz

= −
∞∫

1

z2l−1 d exp

(
−z

2

2

)

=
1√
e

+ (2l − 1)

∞∫
1

z2l−2 exp

(
−z

2

2

)
dz
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=
1√
e

+ (2l − 1)

 1√
e

+ (2l − 3)

∞∫
1

z2l−4 exp

(
−z

2

2

)
dz

 = . . .

=
(2l − 1)!!√

e

l∑
j=1

1

(2l − 2j + 1)!!
+ (2l − 1)!!

∞∫
1

exp

(
−z

2

2

)
dz,

or via formula 3.462(1) in [6], which gives an answer in terms of the value of the
function of parabolic cylinder.

The following example is dual in a sense to the previous one: f(x) =
1

π(1+x2) = x ∈ R, f̂(k) = e−|k|, k ∈ R is the density distribution function and

the characteristic function of the standard Cauchy distribution, respectively,
and f(x) = e−|x|, x ∈ R, f̂(k) = 1

1+k2 = k ∈ R is the density distribution
function and the characteristic function of the standard Laplace distribution.

Example 7. Let f(x) = e−|x|, x ∈ R be the density distribution function of
the standard Laplace distribution, which can also be understood as a mixture
of a Gaussian law (in terms on the accuracy value, i.e., the reciprocal variance):

f(x) = e−|x| =

∞∫
0

√
t√

2π
exp

(
−x

2t

2

)
e−1/(2t)

√
2πt3/2

dt, x ∈ R, (3.5)

f̂(x) =
1

1 + k2
=

∞∫
0

exp

(
−k

2t

2

)
e−1/(2t)

√
2πt3/2

dt, k ∈ R. (3.6)

Let us evaluate the coefficients of the Fourier series (the function is even, and
hence the coefficients of odd powers are zero) using (2.26). We have

∞∫
−∞

f(x)H2n(x) dx

=
(−1)n

2π

∞∫
−∞

f̂(k)k2n exp

(
−k

2

2

)
dk

=
(−1)n

π

∞∫
0

k2n

1 + k2
exp

(
−k

2

2

)
dk

=
(−1)n

π

∞∫
0

xn−1/2

1 + x
exp

(
−x

2

)
dx

=
(−1)n

π
I(1)
n .
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Consider separately the integral I
(1)
n =

∫∞
0

xn

1+x

exp(− x2 )√
x

dx:

I
(1)
0 =

∞∫
0

exp
(
−x2
)

(1 + x)
√
x
dx

=
√

2

∞∫
0

exp (−y)

(1 + 2y)
√
y
dy

=
√
π(2e)1/4W− 1

4 ,−
1
4

(
1

2

)
. (3.7)

The integral I
(1)
0 expresses in terms of the value of the special function Whittaker

(3.383(8) in [6]).

I(1)
n =

∞∫
0

xn

1 + x

exp
(
−x2
)

√
x

dx =

∞∫
0

xn + 1

1 + x

exp
(
−x2
)

√
x

dx− I(1)
0 , n ≥ 1. (3.8)

Let us evaluate the first term in (3.8)

∞∫
0

xn + 1

1 + x

exp
(
−x2
)

√
x

dx

=

∞∫
0

(
xn−1 − xn−2 + xn−3 + . . .+ (−1)n−1

) exp
(
−x2
)

√
x

dx

= 2n−1/2Γ(n− 1/2)− 2n−3/2Γ(n− 3/2) + 2n−5/2Γ(n− 5/2) + . . .

+ (−1)n−121/2Γ(1/2)

=

n−1∑
k=0

(−1)k2n−
1
2−kΓ

(
n− 1

2
− k
)
,

here Γ(z) =
∫∞

0
tz−1e−t dt, z ∈ C, Rez > 0, – Gamma function.

Note that

2n−
1
2−kΓ

(
n− 1

2
− k
)

=
√

2π

(
2(n− k − 1)

)
!

(n− k − 1)!2n−k−1
=
√

2π
(
2(n− k)− 3

)
!!

Thus

I(1)
n =

√
2π

n−1∑
k=0

(−1)k
(
2(n− k)− 3

)
!!− I(1)

0 , n ≥ 1.

Note that asymptotically

I(1)
n ∼

√
2π
(
2n− 3

)
!!, n→∞.
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The following example is a mixture of a Gaussian distributions with the
mixing density of the gamma distribution (with parameters α > 0, β > 0). We
again have the gamma distribution but which is symmetric (on the entire axis)
with parameters α,

√
β (see for example, [16, VI. Theorem 9.5]).

Example 8.

f(x) =

∞∫
0

1√
2πt

exp

(
−x

2

2t

)
tα−1e−βtβα

Γ(α)
dt, x ∈ R,

f̂(k) =

∞∫
0

exp

(
−k

2t

2

)
tα−1e−βtβα

Γ(α)
dt =

(
β

β + k2/2

)α
, k ∈ R.

(3.9)

For α = 1, β = 1/2 we have the particular case of the Laplace distribution
(see the previous example).

Let us evaluate the coefficients of the Fourier series for the particular case
α = 2, β = 1/2:

f(x) =

∞∫
0

1√
2πt

exp

(
−x

2

2t

)
te−t/2

4
dt, x ∈ R, (3.10)

f̂(k) =

∞∫
0

exp

(
−k

2t

2

)
te−t/2

4
dt =

1

(1 + k2)2
, k ∈ R.

The function is even, and hence the coefficients of odd powers are zero by (2.26).
We have

∞∫
−∞

f(x)H2n(x)φ(x) dx =
(−1)n

2π

∞∫
−∞

f̂(k)k2n exp

(
−k

2

2

)
dk

=
(−1)n

π

∞∫
0

k2n

(1 + k2)2
exp

(
−k

2

2

)
dk

=
(−1)n

π

∞∫
0

xn−1/2

(1 + x)2
exp

(
−x

2

)
dx

=
(−1)n

π
I(2)
n .

Consider separately the integral I
(2)
n =

∫∞
0

xn

(1+x)2
exp(− x2 )√

x
dx:

I
(2)
0 =

∞∫
0

exp
(
−x2
)

(1 + x)2
√
x
dx =

√
2

∞∫
0

exp (−y)

(1 + 2y)2√y
dy
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=
√
π
(e

4

)1/4

W− 3
4 ,−

3
4

(
1

2

)
, (3.11)

I
(2)
1 =

∞∫
0

√
x

(1 + x)2
exp

(
−x

2

)
dx = 23/2

∞∫
0

√
ye−y

(1 + 2y)2
dy

=
√
π
(e

8

)1/4

W− 1
4 ,−

5
4

(
1

2

)
. (3.12)

The integrals I
(2)
0 and I

(2)
1 express in terms of the value of the special function

Whittaker (3.383(8) in [6]).

I(2)
n =

∞∫
0

xn

(1 + x)2

exp
(
−x2
)

√
x

dx, n 6= 0, 1. (3.13)

Let us express xn

(1+x)2 as a sum of a polynomial of the (n− 2)-degree and a

irreducible fraction

I(2)
n =

∞∫
0

xn

(1 + x)2

exp
(
−x2
)

√
x

dx

=

∞∫
0

(
n−1∑
k=1

(−1)k−1kxn−1−k + (−1)n−1nx+ (n− 1)

(x+ 1)2

)
exp

(
−x2
)

√
x

dx

=

n−1∑
k=1

(−1)k−1k

∞∫
0

xn−k−3/2 exp
(
−x

2

)
dx

+ (−1)n−1

∞∫
0

(
n

1 + x
− 1

(1 + x)2

)
exp

(
−x2
)

√
x

dx

=

n−1∑
k=1

(−1)k−1k2n−k−
1
2 Γ

(
n− 1

2
− k
)

+ (−1)n−1nI
(1)
0 + (−1)nI

(2)
0

=
√

2π

n−1∑
k=1

(−1)k−1k
(
2(n− k)− 3

)
!!

+ (−1)n−1nI
(1)
0 + (−1)nI

(2)
0 , n 6= 0.

The integral I
(1)
0 defined in the previous example in (3.7).

Note that asymptotically

I(2)
n ∼

√
2π
(
2n− 5

)
!!, n→∞,
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I
(1)
n

I
(2)
n

∼ 2n, n→∞.

Analogously we can consider more general case in (3.9) α = N ∈ N, β = 1/2:

I(N)
n ∼ 2n−N+ 1

2 Γ
(
n−N +

1

2

)
=
√

2π
(
2(n−N)− 1

)
!!, n→∞.

Using integration by parts one could derive the following recurrence:

I(N+1)
n =

∞∫
0

xn

(1 + x)N+1

exp
(
−x2
)

√
x

dx

= − 1

N

∞∫
0

xn−
1
2 exp

(
−x

2

)
d

1

(1 + x)N
(3.14)

=
1

N

∞∫
0

1

(1 + x)N

((
n− 1

2

)
xn−

3
2 − 1

2
xn−

1
2

)
exp

(
−x

2

)
dx

=
1

N

[(
n− 1

2

)
I

(N)
n−1 −

1

2
I(N)
n

]
4. The multivariate case

Consider the d-dimensional nondegenerate Gaussian vector X′ ∈ Rd. For
applied problems, it is convenient to work with the standardized vector X,
where

Xi =
X ′i − EX ′i√

VarX ′i
.

In other words, we consider X = (X1, . . . , Xd)
T ∼ N (0,P),

P =


1 ρ12 ρ13 . . . ρ1d

ρ21 1 ρ23 . . . ρ2d

. . . . . . . . . . . . . . . . . . . . . . . .
ρd1 ρd2 ρd3 . . . 1

 ,

ρij < 1, i 6= j, |P| 6= 0. Here,

1

(2π)d/2
√
|P|

exp

(
−1

2
xTP−1x

)
, x = (x1, . . . , xd)

T ∈ Rd (4.1)

is the density distribution function of the d-dimensional normal vector X ∼
N (0,P).
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Let P (x) be an arbitrary homogeneous polynomial of variables x1, . . . , xd
of degree k. The Wick polynomial :P (X): is the perpendicular (in the space
of random variables with finite second moment and which are representable
as a function of a Gaussian vector X from P (X)) onto the closed subspace
generated by the polynomials of X1, . . . , Xd of degree < k.

If Xk1
1 · . . . · X

kd
d is a monomial, then the Wick monomial is defined by

:Xk1
1 · . . . ·X

kd
d :.

Similarly to the one-dimensional case, a Wick monomial can be defined re-
currently as follows:

:X0
1 · . . . ·X0

n: = 1,

∂

∂Xi
:Xk1

1 · . . . ·X
kd
d : = ki :Xk1

1 · . . . X
ki−1
i . . . ·Xkd

d :
(4.2)

The following multinomial formula holds:

:

(
d∑
i=1

αiXi

)N
: =

∑
k1+...+kd=N

N !

k1! . . . kd!
αk11 · . . . · α

kd
d :Xk1

1 · . . . ·X
kd
d : (4.3)

We point out the important formula

E[:Xk
i : :X l

j :] = δklρ
k
ijk!, (4.4)

which can be obtained from

: exp(a1Xi) : : exp(a2Xj): = : exp(a1Xi + a2Xj) : ea1a2ρij

by taking expectation and comparing the coefficients in exponent expansions.
As a corollary of (4.3) and (4.4), we have

E[:Xk1
1 · . . . ·X

kd
d : :Xm1

1 · . . . ·Xmd
d :] = δk1m1 . . . δkdmdk1! . . . kd! (4.5)

In the important particular case, where P = I,

:Xk1
1 · . . . ·X

kd
d : = :Xk1

1 : · . . . · :Xkd
d : (4.6)

the normalized Wick monomials

:Xk1
1 · . . . ·X

kd
d :√

k1! . . . kd!
=

:Xk1
1 : · . . . · :Xkd

d :√
k1! . . . kd!

form an orthonormal basis for the space L2.

Evaluation of functionals of Gaussian vectors can be facilitated by using the
machinery of diagrams, which, by geometric transparency, does not involve too
many formulas.
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Let us recall the definitions of the mixed joint moment and semi-invariant
(cumulant) of a random vector X (see [10]). Formally, they are defined as the
coefficients in the Maclaurin series expansion of the characteristic function and
its logarithm, respectively:

Eei
∑d
k=1 αkXk =

∑
k1+...+kd≤n

ik1+...+kd

k1! . . . kd!
αk11 . . . αkdd m

(k1,...,kd)
X (4.7)

+ o ((|α1|+ . . .+ |αd|)n) .

m
(k1,...,kd)
X =

∂k1+...+kd

∂αk11 . . . ∂αkdd
Eei

∑d
k=1 αkXk |α1=0,...αd=0. (4.8)

lnEei
∑d
k=1 αkXk =

∑
k1+...+kd≤n

ik1+...+kd

k1! . . . kd!
αk11 . . . αkdd s

(k1,...,kd)
X (4.9)

+ o ((|α1|+ . . .+ |αd|)n) .

s
(k1,...,kd)
X =

∂k1+...+kd

∂αk11 . . . ∂αkdd
lnEei

∑d
k=1 αkXk |α1=0,...αd=0. (4.10)

In (4.7), (4.9), the sum
∑
k1+...+kd≤n is taken over all nonnegative integers

k1,. . . ,kd whose sum is majorized by n.
In the particular case k1 = 1,. . . ,kd = 1, the corresponding moments and

semi-invariants are known as simple ones and are denoted as mX and sX.
Given a subset T ⊂ {1, 2, . . . , d}, we define XT =

∏
j∈T Xj .

To formulate the required theorem on diagrams (see [11, Chap. II, § 2.2]),
we introduce the following notation. Let α = {T1, T2, . . . , Tk} be a partition of
the set {1, 2, . . . , d}. We define ξ = (ξ1, . . . , ξk)T ∈ Rk, where ξj = XTj , and
η = (η1, . . . , ηk)T ∈ Rk, where ηj = :XTj :.

For odd d , the variables mξ, sξ, mη, sη are zero. To verify this, it suffices
to consider the vector X′ = −X, which has the same distribution, but for which
the numerical characteristics differ by the factor (−1)d.

For even d = 2N , consider some partition of the set {1, 2, . . . , 2N} into pairs
β = {(i1, j1), (i2, j2), . . . , (iN , jN )}. For each pair (α, β), α = {T1, T2, . . . , Tk},
β = {(i1, j1), (i2, j2), . . . , (iN , jN )}, we define the graph (diagram) G with vertex
set V (blocks of partition of α) and edge set E (blocks of partition of β) so that
the edge (i, j) connects vertices Ti′ and Tj′ if Ti′ , Tj′ ∈ α and i ∈ Ti′ , j ∈ Tj′ .
For each diagram G, consider the contribution of G defined by

I(G) =
∏

(i,j)∈E

ρij , ρij = EXiXj , (4.11)

where the product is taken over all blocks of partition of β.
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Theorem 1. In the above notation, the values of 1) mξ, 2) sξ, 3) mη, 4) sη
are given by the common formula ∑

G

I(G) (4.12)

where the sums are taken, respectively, over the set of diagrams with fixed
partition α

1) over all diagrams;
2) over all connected diagrams;
3) over all loop-free diagrams;
4) over all connected loop-free diagrams.

An important particular case mentioned above is formula (4.4):

E[:Xk
i : :X l

j :] =

{
k!ρkij , k = l;

0, k 6= l.

We will also require the following estimate (a more accurate estimate was
obtained in Chap. 2, §3, Theorem 4 of [11]).

Theorem 2. For a Gaussian vector with zero expectation and the correlation
matrix

P =


1 ρ12 ρ13 . . . ρ1d

ρ21 1 ρ23 . . . ρ2d

. . . . . . . . . . . . . . . . . . . . . . . .
ρd1 ρd2 ρd3 . . . 1

 ,

we set

α = max
j

∑
i:i 6=j

|ρij |, (4.13)

N =

d∑
j=1

kj .

If N is even, then

E[:Xk1
1 : :Xk2

2 : . . . :Xkd
d :] ≤ αN/2

d∏
j=1

√
kj !(2π(kj + 1))1/4. (4.14)

Since

d∏
i−1

:eaiXi : =
e
∑d
i=1 aiXi∏d

i−1 EeaiXi
=

∑
k1≥0,...,kd≥0

ak11 . . . akdd
k1! . . . kd!

:Xk1
1 : :Xk2

2 : . . . :Xkd
d :
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using the Cauchy formula, we have

E[:Xk1
1 : :Xk2

2 : . . . :Xkd
d :]

= k1! . . . kd! coeff
a
k1
1 ...a

kd
d

exp

1

2

∑
i,j: i 6=j

ρijaiaj


=

∏d
j=1 kj !

(2πi)d

∮
|z1|=r1

. . .

∮
|zd|=rd

exp
(

1
2

∑
i,j: i6=j ρijzizj

)
zk1+1

1 . . . zkd+1
d

dz1 . . . dzd,

Next, employing the estimate

|
∑

i,j: i6=j

ρijzizj | ≤ α
∑
i

|zi|2

we obtain ∣∣∣E[:Xk1
1 : :Xk2

2 : . . . :Xkd
d :]
∣∣∣ ≤ d∏

j=1

kj !

r
kj
j

exp

(
α

2

∑
i

r2
i

)
.

Setting rj = kj/α, and using the estimate
√
n! <

(
n
e

)n/2
(2π(n+ 1))1/4, we

get the required inequality.
The next example is the Mehler formula that is mentioned in the introduc-

tion.

Example 9.

g(x, y) =
1

2π
√

1− ρ2
exp(−x

2 + y2 − 2ρxy

2(1− ρ2)
), x, y ∈ R,

is the probability density function of the two-dimensional normal vector

N
((

0
0

)
,

[
1 ρ
ρ 1

])
, ρ| < 1,

f(x, y) =
g(x, y)

φ(x)φ(y)
.

The Fourier transform of the function g(x, y) is given by

exp

(
−k

2
1 + k2

2 + 2ρk1k2

2

)
= exp

(
−k

2
1 + k2

2

2

) ∞∑
n=0

(−1)n
ρn

n!
(k1k2)n.

Note that

exp
(
−k

2
1 + k2

2

2

)
(−k1k2)n
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corresponds to the Fourier transform for Hn(x)Hn(y)φ(x)φ(y), where φ(x) =
1√
2π

exp(−x
2

2 ) is the density of the standard normal distribution (see (2.25)).

So, we have

f(x, y) =

∞∑
n=0

ρn

n!
Hn(x)Hn(y)

or, what is the same,

1

2π
√

1− ρ2
exp

(
−x

2 + y2 − 2ρxy

2(1− ρ2)

)
= φ(x)φ(y)

∞∑
n=0

ρn

n!
Hn(x)Hn(y). (4.15)

Formula (4.15) is known as the Mehler formula, see [12].
The extension to the next dimensions is similar.

Example 10.

g(x) =
1

(2π)d/2
√
|P|

exp

(
−1

2
xTP−1x

)
, x = (x1, . . . , xd)

T ∈ Rd

is the density distribution function of the d-dimensional normal vector X =
(X1, . . . , Xd)

T ∼ N (0,P),

P =


1 ρ12 ρ13 . . . ρ1d

ρ21 1 ρ23 . . . ρ2d

. . . . . . . . . . . . . . . . . . . . . . . .
ρd1 ρd2 ρd3 . . . 1

 ,

ρij < 1, i 6= j, |P| 6= 0.

f(x) =
g(x)∏d

j=1 φ(xj)
.

As in the two-dimensional case, the Fourier transform of the function g(x)
is given by

exp

−1

2

d∑
i=1

k2
i −

∑
i<j

ρijkikj


= exp

(
−1

2

d∑
i=1

k2
i

) ∞∑
n=0

(−1)n

n!

(∑
i<j

ρijkikj

)n
= exp

(
−1

2

d∑
i=1

k2
i

) ∑
m12≥0
m13≥0
...

m(d−1)d≥0

(−ρ12k1k2)
m12

m12!

(−ρ13k1k3)
m13

m13!
. . .
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×
(
−ρ(d−1)dkdkd−1

)m(d−1)d

m(d−1)d!
.

Consider the separate term, i.e., for a fixed mij , i < j,

exp
(
−1

2

d∑
i=1

k2
i

) ρm12
12

m12!

ρm13
13

m13!
. . .

ρ
m(d−1)d

d(d−1)

m(d−1)d!
(ik1)s1(ik2)s2 . . . (ikd)

sd ,

where sj =
∑
l: l<jmlj +

∑
l: l>jmjl, j = 1, . . . , d. The factor multiplying

ρm12
12

m12!

ρm13
13

m13!
. . .

ρ
m(d−1)d

d(d−1)

m(d−1)d!

is the Fourier transform of

d∏
j=1

φ(xj)Hsj (xj),

where φ(x) = 1√
2π

exp
(
−x

2

2

)
is the density of the standard normal distribution

(see (2.25)).
So, we have

1

(2π)d/2
√
|P|

exp
(
−1

2
xTP−1x

)

=
∑
m12≥0
m13≥0
...

m(d−1)d≥0

ρm12
12

m12!

ρm13
13

m13!
. . .

ρ
m(d−1)d

d(d−1)

m(d−1)d!

d∏
j=1

φ(xj)Hsj (xj) (4.16)

or, what is the same,

1

(2π)d/2
√
|P|

exp

(
−1

2
xT (P−1 − I)x

)

=
∑
m12≥0
m13≥0
...

m(d−1)d≥0

ρm12
12

m12!

ρm13
13

m13!
. . .

ρ
m(d−1)d

d(d−1)

m(d−1)d!

d∏
j=1

Hsj (xj), (4.17)

where sj =
∑
l: l<jmlj +

∑
l: l>jmjl, j = 1, . . . , d.

Formula (4.16) is known as the inversion of the two-dimensional Mehler
formula (see [9], [15]).
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Example 11. As in the previous Example 10, consider the d-dimensional nor-
mal vector X = (X1, . . . , Xd)

T ∼ N (0,P), and put

f(x) =

∞∫
x1

. . .

∞∫
xd

1

(2π)d/2
√
|P|

exp
(
−1

2
uTP−1u

)
du1 . . . dud,

i.e., the tail of the distribution function of the d-dimensional normal vector X.

We integrate (4.16), taking into account that in view of (2.7)

∞∫
x

φ(u)Hn(u) du = φ(x)Hn−1(x), n ≥ 1,

∞∫
x1

. . .

∞∫
xd

1

(2π)d/2
√
|P|

exp
(
−1

2
uTP−1u

)
du1 . . . dud

=
∑
m12≥0
m13≥0
...

m(d−1)d≥0

ρm12
12

m12!

ρm13
13

m13!
. . .

ρ
m(d−1)d

d(d−1)

m(d−1)d!
× (4.18)

×
d∏
j=1

[
I{sj ≥ 1}φ(xj)Hsj−1(xj) + I{sj = 0}

∞∫
xj

φ(u) du

]
,

where sj =
∑
l: l<jmlj +

∑
l: l>jmjl, j = 1, . . . , d.

In particular, if all xi = h, i = 1, 2, . . . , d, then

P{Xi > h, i = 1, 2, . . . , d}

= φd(h)
∑
m12≥0
m13≥0
...

m(d−1)d≥0

ρm12
12

m12!

ρm13
13

m13!
. . .

ρ
m(d−1)d

d(d−1)

m(d−1)d!
× (4.19)

×
d∏
j=1

[
I{sj ≥ 1}Hsj−1(h) + I{sj = 0}

∫∞
h
φ(u) du

φ(h)

]
,

where sj =
∑
l: l<jmlj +

∑
l: l>jmjl, j = 1, . . . , d.

5. Applications of Wick–Hermite polynomials

5.1. Problems in risk theory

In financial applications, the components of a Gaussian vector can be in-
terpreted as some fundamental quantitative indicators (risk factors, portfolio).
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The values of these factors (like oil price per barrel, production volume of semi-
conductor materials, etc.) are measured in units (dollars, tons). This is why,
as noted above, the vector should be standardized (the indexes should be di-
mensionless). As in the previous section, we will consider X = (X1, . . . , Xd)

T ∼
N (0,P), and

P =


1 ρ12 ρ13 . . . ρ1d

ρ21 1 ρ23 . . . ρ2d

. . . . . . . . . . . . . . . . . . . . . . . .
ρd1 ρd2 ρd3 . . . 1

 ,

ρij < 1, i 6= j, |P| 6= 0.

µP(Γ) =

∫
Γ

1

(2π)d/2
√

P|
exp

(
−1

2
xTP−1x

)
dx, Γ ∈ B(Rd). (5.1)

Consider two Hilbert spaces associated with the vector X ∼ N (0,P). The
first space L2(Ω,P) is the space of centered (this requirement is not necessary,
and is introduced for convenience) random variables Y with finite moment and
which are representable as some (Borel) function Y = g(X) of a Gaussian
random variable X ∼ N (0,P). The norm on this space is defined by ‖Y ‖2P =
E|g(X)|2 =

∫
Rd |g(x)|2µP(dx).

The following important result holds.

Theorem 3. The spaces L2(Ω,P) and L2(Ω, I), P 6= I are not topologically
equivalent, i.e., there exist random sequences Y ±k such that

lim
k→∞

‖Y +
k ‖I

‖Y +
k ‖P

=∞, lim
k→∞

‖Y −k ‖I
‖Y −k ‖P

= 0. (5.2)

As the required sequences one can consider Y +
k = |

∑d
i=1 ξ

+
i Xi|k, Y −k =

|
∑d
i=1 ξ

−
i Xi|k, where (ξ+

1 , . . . , ξ
+
d ) is the eigenvector of the matrix P corre-

sponding to the maximal eigenvalue λ+
P > 1, (ξ−1 , . . . , ξ

−
d ) is the eigenvector

of the matrix P corresponding to the minimal eigenvalue λ−P < 1. Now since
‖Y ±k ‖2I = (2k − 1)!!, ‖Y ±k ‖2P = (2k − 1)!!(λ±P )2, we have (5.2).

The second space L̃2(Ω,P) ⊂ L2(Ω,P) is the space of random variables of

the form Y =
∑d
i=1 gi(Xi), where Borel functions gi :R→ R satisfy Egi(Xi) = 0,

Eg2
i (Xi) < ∞ (i = 1, . . . , d). The space L̃2(Ω,P) is the direct sum of the sub-

spaces introduced in the first section. If P = I, then these spaces are orthogonal.
The following important result holds.

Theorem 4. The spaces L̃2(Ω,P) and L̃2(Ω, I) are topologically equivalent,
i.e.,

c−‖Y ‖I ≤ ‖Y ‖P ≤ c+‖Y ‖I, (5.3)
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where the constants c−, c+ correspond to the minimal and maximal eigenvalue
of the covariance matrix P (see [7]).

The scheme of the proof is as follows. We expand each function gi(Xi),
i = 1, 2, . . . , d in the orthonormal basis of Wick–Hermite polynomials:

gi(Xi) =

∞∑
k=1

aik
:Xk

i :√
k!
,

d∑
i=1

gi(Xi) =

∞∑
k=1

d∑
i=1

aik
:Xk

i :√
k!
,

d∑
i=1

‖gi(Xi)‖2P =

∞∑
k=1

d∑
i=1

a2
ik.

Formula (4.4) shows that the spaces

L̃2
1 = span {:Xi : i = 1, . . . ,d} , L̃2

2 = span
{

:X2
i : i = 1, . . . ,d

}
,

L̃2
3 = span

{
:X3

i : i = 1, . . . ,d
}
, . . .

(5.4)

are orthogonal. So, it suffices to show that, for any k = 1, 2, . . .,

c−

d∑
i=1

a2
ik ≤

∥∥∥∥∥
d∑
i=1

aik
:Xk

i :√
k!

∥∥∥∥∥
2

P

≤ c+
d∑
i=1

a2
ik.

Another appeal to (4.4) shows that∥∥∥∥∥
d∑
i=1

aik
:Xk

i :√
k!

∥∥∥∥∥
2

P

=

d∑
i=1

d∑
k=1

aikajkρ
k
ij .

The last expression lies between the smallest and the largest eigenvalues of the
matrix Rk = (ρkij)ij multiplied by

∑d
i=1 a

2
ik. All the eigenvalues of the matrix

Rk, k = 1, 2, . . ., lie between the smallest and the largest eigenvalues of the
matrix R1 (see [7]).

We interpret this result as follows (see [2], [3]). Let Xi, i = 1, 2, . . . .d, be
values of various risk factors. Our aim is to estimate the random variable X
(the portfolio risk) from Xi, i = 1, 2, . . . .d. It is assumed that all variables
are already standardized (dimensional-free). It is also assumed that there are
functions (obtained by the nonlinear regression method)

gi(Xi) = E[X|Xi], i = 1, 2, . . . , d.

However, due to the insufficient amount of data, we cannot use multiple regres-
sion with X estimated as E[X|X1, . . . , Xd] = arg minϕ∈L2(Ω,P) Eϕ2(X1, . . . , Xd).

Instead, we replace the space L2(Ω,P) by the space L̃2(Ω,P).
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Theorem 5. Let X = (X1, . . . , Xd)
T ∼ N (0,P),

P =


1 ρ12 ρ13 . . . ρ1d

ρ21 1 ρ23 . . . ρ2d

. . . . . . . . . . . . . . . . . . . . . . . .
ρd1 ρd2 ρd3 . . . 1

 ,

where ρij < 1, i 6= j, |P| 6= 0. Then the unique solution of the constrained
optimization problem min

ϕ∈L̃2(Ω,P)
Eϕ2(X1, . . . , Xd)

E[ϕ(X1, . . . , Xd)|Xi] = gi(Xi), i = 1, 2, . . . , d
(5.5)

is a random variable representable as the L2-convergent series

∞∑
k=1

d∑
i=1

bik
:Xk

i :√
k!
, (5.6)

where the vectors (b1,k, . . . , bdk), k = 1, 2, . . ., are found by solving the linear
system of equations with matrix Rk = (ρkij)i,j=1d and the free vector composed
of the coefficients of the expansion of the functions gi(Xi) in Hermite–Wick

polynomials: gi(Xi) =
∑∞
k=1 aik

:Xki :√
k!

, i.e.,

(b1,k, . . . , bdk) = (a1k, . . . , adk)R−1
k .

In view of Theorem 4, estimate (5.6) is robust (stable) if the components of
the risk factor depend weakly relative to the mean-square loss function.

5.2. Some site percolation problems

Originally, the term percolation was used in hydrology to mean water soak
through the soil — this occurs only when the critical soil water capacity is ex-
ceeded.

Consider one of the most simple (but still baseline) model, see [13], which
was introduced by Hammersley. This is a model of nodes on the two-dimensional
integer lattice Z2. Let ξ(x) be a random Bernoulli function on the lattice as-
suming the values +1 and −1 with probabilities p and q = 1 − p, respectively.
This version is called site percolation in contrast to the other version which is
called bond percolation (we do not consider here). The entire lattice is split into
two disjoint sets

D+ = {x : ξ(x) = +1},
D− = {x : ξ(x) = −1},
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each of which, in turn, is split into connected components relative to the stan-
dard (edge) connection

D+ = ∪iD+
i , D− = ∪iD−i .

One says that +1 percolates (takes place) at infinity if there is an infinite
component among D+

i . The definition for −1 is similar. By the Kolmogorov’s
“0–1 law”, these events occur with probability 0 and 1. Since the two fields
ξ(1)(x), ξ(2)(x), x ∈ Z2, corresponding to different values of the Bernoulli pa-
rameter p1 > p2 can be implemented on a common probability space so that
D(2)+ ⊂ D(1)+ and that the picture is statistically reproducible if +1 is replaced
by −1 (or if q is substituted for p), it follows that on [0, 1] one can identify two
points pcr and qcr such that, for p > pcr, +1 percolates a.s., there is no percola-
tion for p < pcr a.s.; for q > qcr, −1 percolate a.s., and for q < qcr there is no
percolation a.s.

Following Hammersley, we will demonstrate on this example that 0 < qcr < 1
and 0 < qcr < 1. So, a variation of p results, for pcr = qcr = 1/2, in one
qualitative change in the levels sets of the field ξ(x) (there are even two changes
if pcr 6= qcr = 1/2). In physical applications, such changes are interpreted as
phase transitions.

We claim that pcr > 0. Assume that +1 percolates to infinity. Since the
model is homogeneous and the number of lattice nodes is countable, we have

P(B) > 0,

where B is the event that the lattice point 0 belongs to the infinite class +1.
Then there exists an infinite path (which can be assumed to be non-self-inter-
secting) consists in +1 which goes off from 0 to infinity. For each n = 1, 2, . . .,
let Bn be the event that there exists a connected non-self-intersecting path of
length n from +1 which emanates from 0. However, we have

P(Bn) ≤ 4pn3n−1.

From the Borel–Cantelli lemma it follows that, for p < 1/3, only a finite number
of events Bn occur a.s., i.e., P(B) = 0 . So, pcr ≥ 1/3.

We claim that pcr < 1. Assume that +1 does not percolate to infinity. Then
there exists an infinite system of “locking” (i.e., consisting of −1’s) hypersur-
faces (which, in our simplest case of a two-dimensional lattices, are contours
of
√

2-connections without self-intersections, i.e., they are formed by edges and
diagonals of unit squares). Let Cn be the event that there exists a contour
consists in −1 of length n which encircles the origin 0. It easily follows that

P(Cn) ≤ n8qn7n−1

because each such “locking”contours (with
√

2-connections) of length n contains
a point on the x-axis at a distance from the original less then n and the number
of such contours is less then 8n7n−1.
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According to the Borel–Cantelli lemma, for q < 1/7, only a finite number of
events Cn occur a.s., i.e., +1 percolates to infinity. So, pcr ≤ 6/7.

Thus in this model of site percolation on the two-dimensional lattice

1

3
≤ pcr ≤

6

7
.

Let us complicate the above model by assuming now that ξ(x), x ∈ Z2, is
a homogeneous Gaussian field with zero expectation and the correlation function
Eξ(x)ξ(y) = B(x− y) normalized by B(0) = 1.

Given a fixed level h, we split, as above, the lattice into the random sets

D+(h) = {x : ξ(x) ≥ h}, D−(h) = {x : ξ(x) < h}.

Theorem 6. Assume that α =
∑
z 6=0 |B(z)| <∞. Then there exists a critical

level hcr (depending on the correlation function, and, in general, on the dimen-
sion), so that, for h > hcr, D

−(h) percolates to infinity, and the set D+(h) has
only finite connected components, and the size of a typical connected component
(say, which contains the origin) has exponential moments.

In order to follow the above scheme of the proof, it suffices to verify that,
for any d = 1, 2, . . . and for each set of points of the lattice x1, x2, . . . , xd,

P{ξ(x1) ≥ h, . . . , ξ(xd) ≥ h} ≤ c1fd1 (h), (5.7)

P{ξ(x1) < h, . . . , ξ(xd) < h} ≤ c2fd2 (h), (5.8)

where f1(h), f2(h) are some functions satisfying

lim
h→∞

f1(h) = 0, (5.9)

lim
h→−∞

f2(h) = 0, (5.10)

and c1, c2 are positive constants. Next,

P{ξ(x1) ≥ h, . . . , ξ(xd) ≥ h}

= E
d∏
i=1

I{ξ(xi) ≥ h}

= E
d∏
j=1

∑
kj≥0

akj
kj !

: ξ(xj)
kj :

=
∑

k1≥0,...,kd≥0

ak1 . . . akd
k1! . . . kd!

E : ξ(x1)k1 : . . . : ξ(xd)
kd :,

where akj = akj (h) = E
[
I{ξ(xj) ≥ h} : ξ(xj)

kj :
]
.
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An appeal to estimate (4.14) from Theorem 2 gives

P{ξ(x1) ≥ h, . . . , ξ(xd) ≥ h}

≤
∑

k1≥0,...,kd≥0

|ak1 | . . . |akd |
k1! . . . kd!

∣∣E : ξ(x1)k1 : . . . : ξ(xd)
kd :
∣∣

≤
∑

k1≥0,...,kd≥0

|ak1 | . . . |akd |
k1! . . . kd!

α
1
2

∑d
j=1 kj

d∏
j=1

√
kj !(2π(kj + 1))1/4

=

( ∞∑
k=0

|ak|√
k!
αk/2(2π(k + 1))1/4

)d
.

In view of (2.7), we have

ak =

∞∫
h

Hk(x)φ(x) dx = φ(h)Hk−1(h), k ≥ 1,

a0 =

∞∫
h

φ(x) dx ≤ φ(h)/h,

and

∞∑
k=0

|ak|√
k!
αk/2(2π(k + 1))1/4

= φ(h)(2π)1/4 + φ(h)

∞∑
k=1

|Hk−1(h)|√
k!

αk/2(2π(k + 1))1/4

≤ φ(h)(2π)1/4 + φ(h)
√
α(4π)1/4 + φ(h)

√
α(2π)1/4

∞∑
k=0

|Hk(h)|√
k!

αk/2.

The last sum is roughly estimated as follows:

∞∑
k=0

|Hk(h)|√
k!

αk/2 ≤
∞∑
k=0

|Hk(h)|
k!

αk/2 = exp(
√
αh− α/2).

P{ξ(x1) ≥ h, . . . , ξ(xd) ≥ h}

≤
[
φ(h)(2π)1/4

(
1 +

√
α
√

2 +
√
αe
√
αh−α/2

)]d
. (5.11)

So, the function f1 in inequality (5.7)

f1(h) = φ(h)(C1 + C2e
√
αh) (5.12)
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satisfies the required limit (5.9).
Note that all calculations take place for the function f2 in inequality (5.8).

Because of (2.7), in this case we have

ak =

h∫
−∞

Hk(x)φ(x) dx = −φ(h)Hk−1(h),

The second method of the proof of this result depends on an application of
the Mehler formula in the multidimensional case. Namely, using formula (4.19),
we have

P{ξ(x1) ≥ h, . . . , ξ(xd) ≥ h}

= φd(h)
∑
m12≥0
m13≥0
...

m(d−1)d≥0

B(x1 − x2)m12

m12!

B(x1 − x3)m13

m13!
. . .

B(xd − xd−1)m(d−1)d

m(d−1)d!

×
d∏
j=1

[
I{sj ≥ 1}Hsj−1(h) + I{sj = 0}

∫∞
h
φ(u) du

φ(h)

]
, (5.13)

where sj =
∑
l: l<jmlj +

∑
l: l>jmjl, j = 1, . . . , d. Since limh→∞

|Hn(h)|
hn = 1,

we have, as h→∞,

P{ξ(x1) ≥ h, . . . , ξ(xn) ≥ h}

≤
(
φ(h)

h

)d ∏
ij:i<j

∞∑
mij=0

(h|B(xi − xj |)mij
mij !

=

(
φ(h)

h

)d
exp
(
h
∑
i,j:i<j

|B(xi − xj)|
)

≤
[
φ(h)

h
exp
(
h
∑
z 6=0

|B(z)|
)]d

=
[φ(h)

h
exp (hα)

]d
.

(5.14)

It is now clear that the required property (5.7), (5.9) holds.

Acknowledgements

Authors are very grateful to Alexey Alimov for excellent translation and
many valuable technical comments on the work.



492 E. Chernousova, S. Molchanov and A. Shiryaev

Funding

The article was prepared within the framework of the Basic Research Pro-
gram at HSE University.

References

[1] L.V. Bogachev (1978) Distribution of the total spin in the spherical model with
long-range potential. Theoret. and Math. Phys. 34 (3), 247–255.

[2] A. Cherny, R. Douady and S. Molchanov (2008) On Measuring Hedge
Fund Risk. Available at SSRN: https://ssrn.com/abstract=1113620 or
http://dx.doi.org/10.2139/ssrn.1113620.

[3] A. Cherny, R. Douady and S. Molchanov (2010) On measuring nonlinear
risk with scarce observations. Finance and Stochastics 14 (3), 375–395.

[4] Feller, W. (1971) An Introduction to Probability Theory and its Applications
(2nd Edition). John Wiley, New York.

[5] J. Glimm and A. Jaffe (1987) Quantum physics. A functional integral point of
view, 2nd ed., Springer-Verlag, New York.

[6] I.S. Gradshtein and I.M. Ryzhick (1980) Tables of integrals, series and prod-
ucts, 4th ed., Academic Press, New York–London.

[7] P.G. Grigoriev and S.A. Molchanov (2012) On decoupling of functions of
normal vectors. Math. Notes 92, 362–368.

[8] Kelker, D.H. (1971) Infinite Divisibility and Variance Mixtures of the Normal
Distribution. Annals of Mathematical Statistics 42, 802–808.

[9] Kibble, W.F. (1945) An extension of a theorem of Mehler’s on Hermite polyno-
mials. Proc. Cambridge Philos. Soc. 41 (1), 12–15.

[10] V.P. Leonov and A.N. Shiryaev (1959) On amethod of calculation of semi-
invariants. Probab. Appl. 4 (3), 319–329.

[11] V.A. Malyshev and R.A. Minlos (1991) Gibbs random fields. Cluster expan-
sions. Math. Appl. (Soviet Ser.) 44, Kluwer, Dordrecht.

[12] Mehler, G. (1866) Reihenentwicklungen nach Laplaceschen Functionen hoherer
Ordnung. J. Reine Angew. Math. 66, 161–176.

[13] Men’shikov, M.V., Molchanov, S.A. and Sidorenko, A.F. (1988) Percola-
tion theory and some applications. J. Math. Sci. 42, 1766–1810.

[14] B. Simon (1974) The P (φ)2 Euclidean (quantum) field theory. Princeton Univ.
Press, Princeton, New Jersey.

[15] Slepian, D. (1972) On the symmetrized Kronecker power of a matrix and ex-
tensions of Mehler’s formula for Hermite polynomials. SIAM Journal on Mathe-
matical Analysis 3 (4), 606–616.

[16] F. Fred Steutel and Klaas Van Harn (2003) Infinite Divisibility of Proba-
bility Distributions on the Real Line. Volume 259 of Monographs and Textbooks
in Pure and Applied Mathematics. Marcel Dekker Inc., New York.

[17] P.K. Suetin (1979) Classical orthogonal polynomials. Nauka, Moscow. (Russian)



Markov Processes Relat. Fields 29, 493–514 (2023)
Markov MPRF&��

��
Processes
and
Related Fields
c©Polymat, Moscow 2023

On Malyshev’s Method of Automorphic

Functions in Diffraction by Wedges

A.I. Komech 1 and A.E. Merzon 2,∗

1 Faculty of Mathematics, Vienna University. E-mail: alexander.komech@univie.ac.at
2 Institute of Physics and Mathematics, University of Michoacan de San Nicolas de Hidalgo,

Morelia, Mexico. E-mail: anatoli.merzon@umich.mx

Received October 3, 2023, revised December 12, 2023

Dedicated to the memory of Vadim Malyshev

Abstract. We describe Malyshev’s method of automorphic functions in ap-
plication to boundary value problems in angles and to diffraction by wedges.
We give a concise survey of related results of A. Sommerfeld, S.L. Sobolev,
J.B. Keller, G.E. Shilov and others.

Keywords: elliptic equation; Helmholtz equation; boundary value problem; plane

angle; Fourier transform; analytic function; Riemann surface; characteristics; covering

map; automorphic function; Riemann–Hilbert problem; diffraction; wedge; limiting

absorption principle; limiting amplitude principle; limiting amplitude: the Sommerfeld

radiation condition

AMS Subject Classification: 35J25; 30F10; 35J05; 35A30; 11F03; 35Q15; 78A45

doi:10.61102/1024-2953-mprf.2023.29.4.002

Contents

1. Introduction 494

2. Diffraction by wedges and radar/sonar detection 495

3. Stationary diffraction and boundary value problems in angles 495

∗The research supported by CONACYT-México and CIC-UMSNH, México.
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1. Introduction

Vadim Malyshev was a very talented and versatile mathematician. He owns
significant results in the field of probability theory and Gibbs fields, Markov
processes and Euclidean quantum field theory. He also possessed outstand-
ing organizational skills, in particular, he founded the successful and respected
mathematical journal “Markov Processes and Related Fields”.

In 1970, V. Malyshev invented the method of automorphic functions [36],
and applied to random walks on the lattice in the quarter of plane. Later on,
he applied the method to queueing systems and analytic combinatorics [16]. In
1972–2022, the method was extended to boundary value problems for partial
differential equations in angles [22, 32] and to diffraction by wedges [30]. The
main steps of Malyshev’s method are as follows:

I. Undetermined algebraic equation on the Riemann surface and analytic
continuation.

II. Elimination of one unknown function using covering automorphisms.

III. The reduction to the Riemann–Hilbert problem.

Malyshev’s method played the crucial role in the progress in the theory
of diffraction by wedges with general boundary conditions since 1972. The
problem was stated by M.I. Vishik in the Summer of 1967. In 1969–1971,
one of the authors (AK) tried to solve this problem while preparing his PhD
Thesis. As the result of these three-year efforts, the problem has been reduced
to an undetermined algebraic equation on the Riemann surface [23], though
next steps remained obscure. Fortunately, at the end of 1971, AK received the
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impetus from his friend Alexander Shnirelman who noticed something similar in
Malyshev’s book [36], which he had recently reviewed by request of M.I. Vishik.
AK did not understand this book completely, but discovered two pages which
could have contained a creative idea. The book, opened on these pages, lied on
his desk for about two or three months, when AK pinned down two lines with
the key idea of automorphicity. The remaining work took about six months...

The extension of the research to diffraction problems was done in an intensive
collaboration of both authors, and took about 50 years. The main results of
the collaboration were the limiting absorption principle [44, 45], proof of the
completeness of Ursell’s trapping modes [31] , the extension to the nonconvex
angles [25, 30], and the Sommerfeld representation [24]. Moreover, our general
methods [30] allowed us to reproduce the formulas obtained by Sommerfeld,
Sobolev and Keller [28,29,47]. The identifications justify these formulas as the
limiting amplitudes in diffraction.

In the present, we give a concise survey of the development of Malyshev’s
method of automorphic functions since 1972 in the context of i) boundary value
problems in angles for elliptic partial differential equations, and ii) theory of
stationary and time-dependent diffraction by wedges. We focus on principal
ideas omitting nonessential technical details. All the details can be found in [30].

2. Diffraction by wedges and radar/sonar detection

The radar or sonar emits the incident wave, which generates the reflected
and diffracted waves (the latter in green color) as shown in Fig. 1. Here W
denotes a conducting wedge (for example, the edge of an airplane wing), and
Q= R2 \W is an angle of magnitude Φ. The incident wave reaches the wedge
and generates the reflected and diffracted waves. The diffracted wave is defined
as the total wave minus the incident and reflected waves.

The reflected wave is defined by geometric optics, and is absorbed by the
ground. On the other hand, the diffracted wave spreads in all directions, and
only this part of radiation returns to the radar which allows to detect the
airplane location.

3. Stationary diffraction and boundary value problems in angles

The stationary diffraction by wedge is described by the boundary value prob-
lem for the Helmholz equation in an angle Q ⊂ R2 of magnitude Φ ∈ (0, 2π]:{

(∆ + ω2)u(x) = 0, x ∈ Q
Blu(x) = fl(x), x ∈ Γl, l = 1, 2

∣∣∣∣∣ , (3.1)

where Γ1 and Γ2 denote the sides of the angle, the functions fl are defined by the
incident wave, and ω ∈ R is its frequency, see Fig. 1 and (7.9). The operators Bl
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Figure 1. Incident, reflected, and diffracted waves (the latter in green color).

in the boundary conditions correspond to the material properties of the wedge
(conductor, insulator, ferromagnetic, etc).

The relation of stationary problem (3.1) to time-dependent diffraction is
highly nontrivial. The key issue is that for ω ∈ R, the problem admits an
infinite number of linearly independent solutions. We discuss this issue in detail
in Section 7.

The stationary diffraction problem (3.1) with the Dirichlet and Neumann
boundary conditions (Bl = 1 or Bl = ∂

∂n ) was solved in 1896–1912 for Φ =
2π, by A. Sommerfeld [61]– [66] (the detailed exposition and comments can
be found in [49]). The extension to all Φ ∈ (0, 2π) was obtained in 1920 by
H.S. Carslaw [8], in 1932–1937 by V.I. Smirnov and S.L. Sobolev [56–60], and
in 1951 by J.B. Keller and A. Blank [21]. In 1958, G.D. Malujinetz solved the
problem for all Φ ∈ (0, 2π) with the impedance (Leontovich) boundary condition
∂u(x)
∂n + iblu(x) = fl(x), x ∈ Γl; see [34,35]. The detailed exposition of all these

results can be found in [2] and [30].

The mixed boundary value problems of type{
Au(x) = 0, x ∈ Q
Blu(x) = fl(x), x ∈ Γl, l = 1, 2

∣∣∣∣∣ , (3.2)

A =
∑
|α|≤m

aα∂
α, Bl =

∑
|α|≤nl

blα∂
α

were considered in 1958 by S.L. Sobolev [60] and in 1960–1961 by G.E. Shilov
[54,55] in the quadrant x1 > 0, x2 > 0 for the case of hyperbolic operator A in
the variable x2 and with the Cauchy initial conditions at x2 = 0.
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For strongly-elliptic second order operators A and general differential bound-
ary operators Bl, the problem (3.2) was solved in 1972 in convex angles Q of
magnitude Φ ∈ (0, π), see [22,23]. Strong ellipticity means that

|Â(z)| ≥ κ(|z|2 + 1), z ∈ R2, (3.3)

where the symbol

Â(z) :=
∑
|α|≤2

aα(−iz)α

and κ > 0. In particular, the operator A = −∆+1 with the symbol Â(z) = z2+1
is strongly elliptic, and also the Helmholtz operator H = ∆ + ω2 from (3.1) is
strongly elliptic for Imω 6= 0. The method [22,23] relies on the Malyshev’s ideas
of automorphic functions [36] which is presented in the next section.

The extension of this result to nonconvex angles of magnitudes Φ ∈ (π, 2π),
was done in 1992 by the authors [25].

Let us note that the Helmholtz operator

A = ∆ + ω2

is not strongly elliptic if ω ∈ R since its symbol has the form

Â(z) = −z2 + ω2.

Problem (3.2) for the Helmholtz operator in convex angles was solved in 1972–
1977 by A.E. Merzon [44, 45], who proved that for real ω ∈ R, the problem
admits only a finite number of solutions satisfying the limiting absorption
principle:

uω(x) = lim
ε→0+

uω+iε(x), x ∈ Q, (3.4)

where uω+iε denotes suitable solution to (3.1) with ω + iε instead of ω.

The application of these results to time-dependent diffraction by wedges was
done in 2006–2019 by the authors [26,27,30], where, in particular, the limiting
amplitude principle (7.3) was established as well as (3.4).

Another approach to the construction of solutions to (3.2) has been sug-
gested by Maz’ya and Plamenevskii [37, 38]. This approach is applicable only
to equations with real coefficients that is not sufficient for application to the
diffraction problems.

Many works published since 1980’ concern a wide spectrum of properties of
solutions to the boundary problems of type (3.2) in different regions with angles,
see Grisvard [18], Costabel and Stephan [10], Dauge [12], Bernard [3,4], Nazarov
and Plamenevskii [50], Bonnet-Ben Dhia and Joly [6], Bonnet-Ben Dhia, Dauge
and Ramdani [5], Meister with collaborators [39]– [43], Penzel and Teixeira [51],
Castro and Kapanadze [9], and others. The detailed survey can be found in [30].
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Note that Malyshev’s method plays an important role in the theory of Queue-
ing Systems and Analytic Combinatorics [16].

Another important area of application of Malyshev’s method is the linear
theory of water waves. In particular, the method was applied in 1996–2002
by the authors together with P.N. Zhevandrov to trapped modes on a sloping
beach. As the result, the long-standing problem of the completeness of the
Ursell’s modes has been solved [31,46], (see also [48,68] where this method was
used). This progress is due to the fact that the method allows one to obtain all
solutions of the boundary value problems in angles.

We expect that the method can give a valuable progress in diffraction by
ferromagnetic wedges which is a challenging open problem of radar detection.
In this case, the operators Bl in (3.2) are nonlocal pseudodifferential operators.

4. Malyshev’s method of automorphic functions

In this section, we present basic steps of the method [22] which relies on
Malyshev’s ideas of automorphic functions [36].

Note that in the case of rational angles Φ = π/n and the Dirichlet and
Neumann boundary conditions, the boundary value problem (3.1) can be easily
solved by reflections in the sides of the angle. This method was well known at
least since the Gauss theory of electrostatics [17]. For Φ 6= π/n the reflections do
not give a solution, and for irrational Φ/π, the method suggested the reflections
on a “Riemann surface” formed by the reflected angles. This was the original
step of the Sommerfeld approach which leaded him to the famous “Sommerfeld
integral representation” for solutions [61]. The reflection on the Riemann surface
and the theory of branching solutions to the wave equation have been developed
later by Sobolev [58] and [59, Chapter XII].

Very surprisingly, the method of automorphic functions [22,36] also relies on
the reflections on a suitable Riemann surface V . However, in this approach, V
is the surface in the Fourier space, contrary to the original ideas of Sommerfeld.
Namely, V is the Riemann surface of complex characteristics of the elliptic
operator A:

V = {z ∈ C2 : Â(z) = 0}. (4.1)

Remark 4.1. The main idea of the Malyshev approach is the invariance of the
Cauchy data of solutions under covering maps of the Riemann surface V , see
Remark 4.7.

In [22], the problem (3.2) with strongly–elliptic operators A in convex an-
gles Q is solved in the following steps:

1. Reduction to an undetermined algebraic equation with two unknown func-
tions on the Riemann surface V .

2. Elimination of one unknown function using its invariance with respect to the
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covering map of the Riemann surface.

3. Reduction of the obtained equation with one unknown function to the
Riemann–Hilbert problem on V .

Below in this section, we describe some details.

4.1. Reduction to undetermined algebraic equation on the Riemann
surface

As an example, we consider the Dirichlet boundary value problem in the
quadrant Q = R+ × R+ :{

Au(x1, x2) = 0

u(x1, 0) = f1(x1), u(0, x2) = f2(x2)

∣∣∣∣∣ , x1 > 0, x2 > 0. (4.2)

4.1.1. Fourier–Laplace transform

We assume that the solution u(x) ∈ C2(Q) and is bounded by a polynomial:

|u(x)|+ |∇u(x)| ≤ C(1 + |x|)p, x ∈ R2. (4.3)

Denote C+ = {ζ ∈ C : Im ζ > 0} and Z+ = C+×C+, and consider the complex
Fourier–Laplace transform of solution

û(z) =

∫ ∞
0

∫ ∞
0

eizxu(x)dx1dx2, z = (z1, z2) ∈ Z+. (4.4)

By (4.3), this integral is absolutely convergent and hence it is an analytic func-
tion of two complex variables (this is a particular case of the Paley–Wiener
Theorem). Let us denote the Neumann data of the solution as

ϕ1(x1) = ∂2u(x1, 0), x1 ≥ 0; ϕ2(x2) = ∂1u(0, x2), x2 ≥ 0. (4.5)

It is well known that the solution u(x) can be expressed via the Dirichlet and
Neumann data f1, f2, ϕ1, ϕ2 by the Green integral formula [11]. In our case,
it is useful to obtain this formula in the Fourier transform. For this purpose,
multiply the first equation in (3.2) by eizx and integrate over Q. Integrating by
parts, we immediately obtain

0 =

∫ ∞
0

∫ ∞
0

eizxAu(x)dx1dx2 = Â(z)û(z) + F (z), z ∈ Z+, (4.6)

where

F (z) = P1(z)f̂1(z1) + P2(z)f̂2(z2) + S1(z)ϕ̂1(z1) + S2(z)ϕ̂2(z2), z ∈ Z+,
(4.7)

and the functions Pl and Sl are polynomials.
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4.1.2. Undetermined algebraic equation on the Riemann surface

Rewrite (4.6) as

Â(z)û(z) = −F (z), z ∈ Z+. (4.8)

Now (4.1) implies the identity

F (z) = 0, z ∈ V + := V ∩ Z+ (4.9)

since all the functions Â(z), û(z), F (z) are analytic in the domain Z+!

Remark 4.2. Note that the set of complex characteristics V is nonempty even
for strongly elliptic operators (3.3), though its intersection with the real plane
R2 is empty; see Example 4.5 below.

The identity (4.9) can be rewritten as undetermined linear algebraic equa-
tion

S1(z)ϕ1(z1) + S2(z)ϕ2(z2) = G(z), z ∈ V + (4.10)

with two unknown functions ϕ1(z1), ϕ2(z2), and with known right-hand side:

G(z) := −P1(z)f̂1(z1)− P2(z)f̂2(z2), z ∈ V +. (4.11)

Remark 4.3. The identity (4.8) implies the formula for the solution

u(x) = −
[
F−1F (z)

Â(z)

]
(x), x ∈ Q, (4.12)

where F−1 denotes the inverse to the Fourier–Laplace transform (4.4), and
the right hand side is well defined due to (3.3). The formula (4.12) can be
transformed into the well known Green formula which expresses the solution
u(x) via its Cauchy data.

4.2. Method of automorphic functions

4.2.1. Covering maps

Denote

ψ1(z) = ϕ1(z1), ψ2(z) = ϕ2(z2), ĝ1(z) = f̂1(z1), ĝ2(z) = f̂2(z2). (4.13)

Now (4.10) becomes

S1(z)ψ1(z) + S2(z)ψ2(z) = G(z), z ∈ V +, (4.14)

where
G(z) := −P1(z)ĝ1(z)− P2(z)ĝ2(z). (4.15)
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Of course, this equation is not equivalent to (4.10). To keep the equivalence,
we need an additional characterisation of the functions ψl(z). This is the key
observation of Malyshev that the functions are automorphic with respect to an
appropriate groups of transformation of the Riemann surface V .

First, consider the coordinate projections pl : V → C defined by

p1(z1, z2) = z1, p2(z1, z2) = z2. (4.16)

These projections are two-sheeted since, for example, p1(z1, z2) = z1 means that
z2 is the root of the quadratic equation Â(z1, z2) = 0. Accordingly, the inverse
maps p−1

l : C→ V are double-valued: for z1, z2 ∈ C,

p−1
1 (z1) = {ζ−1 , ζ

+
1 }, p−1

2 (z2) = {ζ−2 , ζ
+
2 }, (4.17)

and at the branching points of p−1
l , the two points ζ±l ∈ V coincide.

Definition 4.4. Covering maps h1, h2 : V → V are defined as follows: for
any z1, z2 ∈ C,

h1ζ
±
1 = ζ∓1 , h2ζ

±
2 = ζ∓2 . (4.18)

Example 4.5. For the strongly-elliptic operatorA = −∆+1, the corresponding
Riemann surface V : z2

1 + z2
2 + 1 = 0 is shown in Fig. 2 in projection onto the

plane Im z1, Im z2. It is easy to see that this projection does not cover the circle
|Im z1|2+|Im z2|2 < 1, and it covers twice each point with |Im z1|2+|Im z2|2 > 1.
The surface consists of two sheets shown in Fig. 2, and glued along the cuts.

Thus, h1 permutes the points ζ±1 ∈ V with the identical projections z1 =
p1ζ
±
1 , and similarly, h2 permutes the points ζ±2 ∈ V with the identical projec-

tions z2 = p2ζ
±
2 (see Fig. 2):

p1h1ζ
±
1 = p1ζ

∓
1 = z1, p2h2ζ

±
2 = p2ζ

∓
2 = z2. (4.19)

The maps hl : V → V with l = 1, 2 define the corresponding automorphisms of
the ring of (meromorphic) functions ψ(z) on the Riemann surface V :

ψhl(z) := ψ(hlz), z ∈ V. (4.20)

Figure 2 shows that

p1ζ
+
1 = z1 = p1ζ

−
1 , so ψ1(ζ+

1 ) = ϕ1(z1) = ψ1(ζ−1 ),

p2ζ
+
2 = z2 = p2ζ

−
2 , so ψ2(ζ+

2 ) = ϕ2(z2) = ψ2(ζ−2 ).

Now it is clear that the functions ψl(z) := ϕl(zl) with l = 1, 2 are invariant
with respect to the automorphisms hl:

ψhl

l (z) = ψl(z), z ∈ V +. (4.21)

In other words, the functions ψl are automorphic, and the automorphisms
defined by hl belong to the corresponding Galois groups of extensions of the
ring of functions of zl.
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Figure 2. Riemann surface V : z2
1 + z2

2 + 1 = 0 in projection onto the plane
Im z1, Im z2.

4.2.2. Shift equation

Applying formally h1 to (4.14), and using (4.21) with l = 1, we get a new
equation for the same unknown functions:

Sh1
1 (z)ψ1(z) + Sh1

2 (z)ψh1
2 (z) = Gh1(z). (4.22)

The problem is that ψh1
2 (z) = ψ2(h1z) and Gh1(z) = G(h1z) are not defined

generally for z ∈ V + since V + is not invariant with respect to the covering map
h1. In particular, we have by (4.15),

Gh1(z) := −Ph1
1 (z)ĝ1(z)− Ph1

2 (z)ĝh1
2 (z), (4.23)

where ĝh1
2 (z) = ĝ2(h1z) is not defined generally for z ∈ V +. To save the

situation, consider the case f2 = 0. Then ĝ2 = 0, and now the right hand side
of equation (4.22) is well defined for z ∈ V +. It is important that in this case
ψh1

2 (z) is also well defined [30, Ch. 14]. The case f1 = 0 can be considered
similarly.

Remark 4.6. The function ψ2(z) admits an analytic continuation outside the
region V +

l := {z ∈ V : Im z2 > 0} on the Riemann surface V , see [30, Ch. 14].
Let us stress that this is analytic continuation along the surface V .

Now we can eliminate the function ψ1 from (4.14) and (4.22). As a result,
we obtain an algebraic equation with a shift for one unknown function

R1(z)ψh1
2 (z)−R2(z)ψ2(z) = H(z), z ∈ V +. (4.24)
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Finally, using (4.21) with l=2, we get

R1(z)ψh2 (z)−R2(z)ψ2(z) = H(z), z ∈ V +; h = h2h1. (4.25)

Remark 4.7. The elimination of unknown functions using their invariance with
respect to suitable “reflections” is the main idea of Malyshev’s method.

4.3. Reduction to the Riemann–Hilbert problem

Let us illustrate the reduction of equation (4.24) to the Riemann–Hilbert
problem for a particular case of strongly-elliptic operator A = −∆ + 1. Its
symbol is Â(z) = z2 + 1, so V = {(z1, z2) ∈ C2 : z2

1 + z2
2 = −1} and the covering

maps are
h1(z1, z2) = (z1,−z2), h2(z1, z2) = (−z1, z2). (4.26)

Introduce the coordinate w on the universal covering V̂ = C of the surface V
by

z1 = i cosw, z2 = i sinw. (4.27)

The maps (4.26) can be lifted to V̂ as

ĥ1w = −w, ĥ2w = −w + π. (4.28)

Now h = w + π, so (4.25) becomes

R̃1(w)ψ̃2(w + π)− R̃2(w)ψ̃2(w) = H̃(w). (4.29)

where R̃1, etc, denote the liftings of the corresponding functions to the univer-
sal covering. The equation (4.29) holds for an appropriate region of w ∈ C.
Restricted to the strip Rew ∈ [0, π], this equation is the Riemann–Hilbert prob-
lem which can be solved in quadratures [30, Chs 17 and 18]. Let us recall some
details.

The function z = e2iw analytically transforms the strip to the plane with
the cut [0,∞). Denote the function ψ̌2(t) = ψ̃2(w), Ȟ(t) = H̃(w) and Řk(t) =
R̃k(w) for k = 1, 2. Then relation (4.29) becomes

Ř1(t)ψ̌2(t− i0)− Ř2(t)ψ̌2(t+ i0) = Ȟ(t), t > 0. (4.30)

As the first step of the Riemann–Hilbert method, one must solve the corre-
sponding homogeneous problem:

Ř1(t)T (t− i0)− Ř2(t)Ť (t+ i0) = 0, t > 0. (4.31)

Equivalently,
T (t+ i0)

T (t− i0)
= q(t) :=

Ř1(t)

Ř2(t)
, t > 0. (4.32)
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The solution to this equation depends on zeros of the functions Ř1(t) and Ř2(t)
for t > 0. Let us consider the simplest case when such zeros do not exist, and
moreover,

q(0) = q(∞) = 1. (4.33)

Then the equation is equivalent to

log T (t+ i0)− log T (t− i0) = log q(t), t > 0. (4.34)

The solution is given by the Cauchy-type integral

log T (t) =
1

2πi

∫ ∞
0

log q(s)

t− s
ds, t ∈ C \ [0,∞). (4.35)

It is important that T (t) is analytic and nonvanishing in the region C \ [0,∞).
Now the nonhomogeneous problem (4.30) can be solved as follows. First, (4.30)
and (4.31) imply

ψ̌2(t− i0)

T (t− i0)
− ψ̌2(t+ i0)

T (t+ i0)
=

Ȟ(t)

Ř1(t)T (t− i0)
, t > 0. (4.36)

Therefore, similarly to (4.34),

ψ̌2(t)

T (t)
= − 1

2πi

∫ ∞
0

Ȟ(s)

Ř1(s)T (s− i0)(t− s)
ds, t ∈ C \ [0,∞) (4.37)

since the function ψ̌2(t)
T (t) is analytic in C \ [0,∞).

Thus, we have calculated the function ψ̌2(t). Now ψ2(z) can be obtained
from the relation (4.22). Hence, the functions ϕ̂1(z1) and ϕ̂2(z2) are known.
It remains to substitute the obtained functions into the formula (4.7) for the
function F . Then the solution to (3.2) is expressed by (4.12), which can be
reduced to the integral of Sommerfeld type [24].

Remark 4.8. Equation (4.24) is obtained using the invariance (4.21) with l = 1,
while (4.25) uses also l = 2. Note that the equation (4.24) reads now

T̃1(w)ψ̃2(−w)− T̃2(w)ψ̃2(w) = H̃(w), (4.38)

which provisionally cannot be reduced to a nonsingular Riemann–Hilbert prob-
lem, see [33]. Thus, both invariance conditions (4.21) are necessary for the
reduction.

Remark 4.9. For the random walks studied in [16, 36], the corresponding Rie-
mann surface and the covering maps hl can be more complicated than for 2-nd
order elliptic operators which requires more sophisticated methods of the Galois
theory.
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5. Nonconvex angles of magnitude Φ > π

The extension of the theory outlined above to the case of nonconvex angle
Q differs drastically from the convex one. As an example, consider the Dirichlet
boundary value problem in the angle Q = R2 \ R+ × R+ :{

Au(x) = 0, x ∈ Q
u(x1, 0) = f1(x1), x1 > 0; u(0, x2) = f2(x2), x2 > 0.

∣∣∣∣∣ . (5.1)

Note that the relations (4.6) and (4.8), (4.12) remain true in this case, but now
the function (4.7) is changed to its negative:

F (z) = −P1(z)f̂1(z1)−P2(z)f̂2(z2)−S1(z)ϕ̂1(z1)−S2(z)ϕ̂2(z2), z ∈ R2. (5.2)

On the other hand, the key relation (4.9) is not well defined in contrast to the
case when the support of u belongs to a convex angle. This is due to the fact
that the Fourier–Laplace transform (4.4) of the function u with the support in a
nonconvex angle generally does not admit an analytical continuation to a region
of C2. Nevertheless, the function (5.2) in this case is analytic in the same region
Z+ = C+ × C+ as the function (4.7).

The answer to this riddle was found in [25]. First, the function (5.2) admits
the splitting

F (z) = γ1(z) + γ2(z), (5.3)

γ1(z) = −P1(z)f̂1(z1)− S1(z)ϕ̂1(z1),

γ2(z) = −P2(z)f̂2(z2)− S2(z)ϕ̂2(z2),

where the functions γl(z) are analytic in the regions

V +
l = {z ∈ V : Im zl > 0}, l = 1, 2. (5.4)

Second, as shown in [25] (see also [30, Theorem 20.1]), each function γl admits an
analytic continuation from V +

l to the region V − := {z ∈ V : Im z1 < 0, Im z2 <
0}, and the following identity holds:

γ1(z) + γ2(z) = 0, z ∈ V −. (5.5)

This identity formally coincides with the undetermined equation (4.10), and it
allows us to calculate both unknown functions ϕ̂l by methods of Sections 4.2
and 4.3.

6. Time-dependent diffraction by wedge

The time-dependent diffraction by a wedge W is described by the solution
of the wave equation in the plane angle Q = R2 \W with appropriate boundary
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conditions. For example, consider the Dirichlet boundary conditions{
ü(x, t) = ∆u(x, t), x ∈ Q
u(x, t) = 0, x ∈ Γ1 ∪ Γ2

∣∣∣∣∣ , t ∈ R. (6.1)

The incident wave is defined by the initial condition

u(x, t) = uin(x, t), uin(x, t) := f(kx− ω0t)e
i(kx−ω0t), t < 0, (6.2)

where the frequency ω0 ∈ R and k ∈ R2 is the wave vector. The incident wave
uin(x, t) must be a solution to (6.1) for t < 0:{

üin(x, t) = ∆uin(x, t), x ∈ Q
uin(x, t) = 0, x ∈ Γ1 ∪ Γ2

∣∣∣∣∣ , t < 0. (6.3)

The wave equation in (6.3) holds for any function f(s) for all t ∈ R if |k| = |ω0|.
The boundary condition in (6.3) can be satisfied only in the case of nonconvex
angle Q of magnitude Φ > π and the wave vector k satisfying the inequalities
k · x ≥ 0 for x ∈W = R2 \Q. Then for ω0 > 0 the boundary condition holds if

f(s) = 0, s > 0. (6.4)

7. Limiting amplitude principle

Let us assume that there exists the limit

f(−∞) := lim
s→−∞

f(s), (7.1)

and the convergence is sufficiently fast, for example, f(s) = θ(−s). Then the
incident wave (6.2) admits the long-time asymptotics

uin(x, t) ∼ f(−∞)eikxe−iω0t, t→∞ (7.2)

which suggests similar asymptotics of solution

u(x, t) ∼ aω0
(x)e−iω0t, t→∞. (7.3)

Such asymptotics are called as limiting amplitude principle.
Determination of the limiting amplitudes aω0

(x) for different diffraction
processes is the main goal of the theory of diffraction [7, 66] (see also [30]).
The proof of the asymptotics is the main goal of the mathematical theory of
diffraction. For diffraction by wedges, this asymptotics has been established for
the first time in [26]. Formal substitution of the asymptotics (7.3) into (6.1)
gives a problem of type (3.1):{

−ω2
0aω0

(x) = ∆aω0
(x), x ∈ Q

aω0(x) = 0, x ∈ Γ1 ∪ Γ2

∣∣∣∣∣ . (7.4)
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However, this boundary problem is ill-posed since it admits an infinite number
of linearly independent solutions for real ω0 ∈ R. Thus, this problem does not
allow us to find the limiting amplitude. This fact is the main peculiarity of the
diffraction theory. This can be easily checked in the case Φ = π when the angle
Q is the half-plane, so all solutions can be calculated by the Fourier transform
along the boundary ∂Ω. For the problems of type (7.4) in convex angles of
magnitude Φ < π, this nonuniqueness was discovered in 1973 by one of the
authors [45].

Let us recall how to prove the asymptotics (7.3) and how to calculate the
limiting amplitudes aω0

(x). First, note that for the incident wave uin(x, t) the
asymptotics of type (7.3) holds by (7.1):

uin(x, t) ∼ f(−∞)eikxe−iω0t, t→∞. (7.5)

The reflected wave is defined by geometric optics, and its main properties are
as follows:

ur(x, t) = −uin(x, t), x ∈ ∂Q; ur(x, t) ∼ ar(x)e−iω0t, t→∞. (7.6)

The diffracted wave ud(x, t) is defined by the splitting the total solution as

u(x, t) = uin(x, t) + ur(x, t) + ud(x, t). (7.7)

Hence, it remains to calculate the corresponding asymptotics for the diffracted
wave

ud(x, t) ∼ adω0
(x)e−iω0t, t→∞, (7.8)

Substituting (7.7) into (6.1), using (7.6) and the fact that the wave equation in
(6.3) holds for all t ∈ R, we get the boundary problem for the diffracted wave{

üd(x, t) = ∆ud(x, t) + F (x, t), x ∈ Q

ud(x, t) = 0, x ∈ Γ1 ∪ Γ2

∣∣∣∣∣ ,
F (x, t) := (∂2

t −∆)ur(x, t) ∼ b(x)e−iω0t, t→∞. (7.9)

Formal substitution of the asymptotics (7.8) into (7.9), gives the boundary
problem {

−ω2
0a
d
ω0

(x, t) = ∆adω0
(x) + b(x), x ∈ Q

ad(x) = 0, x ∈ Γ1 ∪ Γ2

∣∣∣∣∣ . (7.10)

For ω0 ∈ R, this system also admits an infinite number of linearly independent
solutions, as well as (7.4). Similar problem of nonuniqueness arises in every
diffraction problem in unbounded regions. The problem of nonuniqeness was
resolved by the discovery of additional features of the limiting amplitude adω0

(x).
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The key discovery was the limiting absorption principle (3.4) for the
limiting amplitude of the diffracted wave. In application to problem (7.10), we
have

adω0
(x) = lim

ε→0+
adω0+iε(x), x ∈ Q, (7.11)

where adω0+iε denotes a solution to (7.10) with ω0 + iε instead of ω0.

Remark 7.1. The convergence (7.11) holds for the limiting amplitude adω0
(x) of

the diffracted wave udω0
(x, t) (formal proof can be found in [30, Section 4.1]).

However, it does not hold for the limiting amplitude a(x) of the total solution
u(x, t) although these amplitudes satisfy quite similar equations (7.10) and (7.4).
The difference is that the initial state of the diffracted wave udω0

(x, 0) is of
finite energy (in our case zero), while for the total solution the initial state
(u(x, 0), u̇(x, 0)) is the plane wave (6.2) and its derivative in time at t = 0.

The limiting absorption principle has been introduced for the first time in
1905 by W. Ignatovsky [19]. Rigorous proofs of this principle for limiting am-
plitudes of solutions with finite energy initial states were achieved much later.
The results for the wave and Schrödinger equations in the entire space and for
diffraction problems with smooth boundaries were obtained by Agmon [1], Ei-
dus [13–15], Jensen and Kato [20], A.Ya. Povzner [52], B.R. Vainberg [67] and
others.

The convergence (7.11) for stationary diffraction problems has been
established for the first time in 1977 by one of the authors [45]: it was proven
that stationary problem (7.10) and problems (3.2) with A = ∆+ω2 and general
boundary conditions in convex angles of magnitude Φ < π,

i) for complex ω 6∈ R admit only a finite number of linearly independent solutions
in appropriate class of functions;

ii) for real ω ∈ R admit an infinite number of linearly independent solutions,

iii) for real ω ∈ R admit only a finite number of linearly independent solutions
satisfying (7.11).

For the time-dependent diffraction problem (6.1), (6.2), the limiting ab-
sorption principle (7.11) and the limiting amplitude principle (7.3) were justified
in 2006 by the authors [26]. The proofs rely on the analysis of the Fourier-
Laplace transform in time:

ũ(x, ω) =

∫ ∞
0

eiωtu(x, t)dt, ω ∈ C+. (7.12)

The function ũ(x, ω) satisfies a boundary value problem of type (7.10) with
complex ω 6∈ R. In this case the Helmholtz operator A = ∆ + ω2 is strongly
elliptic. Hence, ũ(x, ω) can be calculated and analysed by the methods described
in previous sections. The limiting amplitude is calculated in [26] using the limit
(7.11).



On Malyshev’s method of automorphic functions 509

Remark 7.2. In 1912, A. Sommerfeld discovered the Sommerfeld radiation
condition [63] (see also [53]), which provides the uniqueness of solution to the
boundary problem of type (7.10) in the case when Q is the exterior of a bounded
region in R3. This condition is more practical for numerical calculation of the
limiting amplitudes than (7.11).

8. The Sommerfeld diffraction theory and related results

For the angle Φ = 2π, A. Sommerfeld constructed in 1896 a solution a(x) to
stationary diffraction problem of type (7.4) with Dirichlet and Neumann
boundary conditions. In this case the wedge is the half-plane, which is rep-
resented by the semi-axis [0,∞) in the corresponding 2D problem. The main
ideas were i) to treat the semi-axis as the cut on an appropriate Riemann sur-
face, and ii) to extend the known method of reflections to Riemann surfaces.
As a result, A. Sommerfeld constructed a universal integral representation of a
class of branching solutions of the Helmholtz equation on the Riemann sur-
face in the form of the Sommerfeld integral with a fixed integral kernel and a
with a suitable density function. Further, A. Sommerfeld chose an appropriate
densities to satisfy the boundary conditions.

Sommerfeld’s strategy of constructing the solution remains a mysterious rid-
dle to this day. This approach is reproduced with some comments in [30, Ch.
5], see also [49]. However, the Sommerfeld integral representation turned out to
be extremely fruitful, and in particular, was used by G.D. Malujinetz to solve
the problem with the Leontovich boundary condition [34,35], see also [2].

For any angles Φ ∈ (0, 2π) the stationary diffraction problem (7.4) for
the Dirichlet and Neumannn boundary conditions in the angles of this mag-
nitude was solved by other methods in 1920 by H.S. Carslaw [8], in 1932–
1937 by V.I. Smirnov and S.L. Sobolev [56–60], and in 1951 by J.B. Keller and
A. Blank [21].

Remark 8.1.

i) In all the works, cited above, the limiting amplitude principle was not
established, and the choice of suitable solution of the ill-posed problem
(7.4) was not rigorously clarified. Nevertheless, as shown in [28,29,47], all
the obtained solutions coincide with the limiting amplitudes calculated
in [26] and admit the Sommerfeld representation.

ii) S.L. Sobolev mentions, in the articles cited above, that the functions of
type (6.2) must be solutions to the wave equation even if the amplitude
a(s) is a discontinuous function. These remarks later inspired the the-
ory of weak derivatives of S.L. Sobolev and the theory of distributions of
L. Schwartz.
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Introduction

Usually equations for gravitational and electromagnetic fields are proposed
without deriving the functions on the right-hand sides (see [1–4]). This can
be done within the Vlasov equations [5–11]. The accelerated expansion of the
Universe, which is awarded the Nobel Prize in Physics in 2011 is in focus of con-
temporary research. The generally accepted explanation of this phenomenon is
the addition of the Einstein lambda-term to the relativistic action, which in turn
corresponds to adding a repulsive quadratic potential in non-relativistic theory
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[41–43]. Here we propose a derivation and an investigation of the correspond-
ing relativistic and weakly relativistic equations in the general case and for the
Lorentz metric. We also study the Lagrange points in the non-relativistic case
with Einstein lambda-term.

1. Action in general relativity and equations for fields and particles

Let us consider the classical action for electrodynamics and gravitation [1–4].

S = −cm
∫ √

gµν(x, t)uµuν dt− e

c

∫
Aµ(x, t)uµdt

+ k1

∫
(R+ Λ)

√
−g d4x+ k2

∫
(FµνF

µν)
√
−g d4x. (1.1)

Here c is the speed of light, u0 = c and ui = νi (i = 1, 2, 3) is three-dimensional
speed, t is time, x0 = ct, xi, i = 1, 2, 3, are coordinates, gµν(χ, t) is a metric,
(µ, ν = 0, 1, 2, 3), Aµ(χ, t) [1–4] is the electromagnetic field potential, Fµν(χ, t) =
∂Aµ(χ, t)/∂xν − ∂Aν(χ, t)/∂xµ are electromagnetic fields, R is the total curva-
ture, Λ is the Einstein lambda-term, k1 = −c3/16πγ and k2 = −1/16πc are
constants [1–4], g is the metric determinant gµν , γ is the gravitational constant,
the repeated indices are summed up. Action (1.1) is classical and fundamental,
the 2-nd and 4-th terms belong to Maxwell, 1-st – to Einstein, when he intro-
duced geometry into the theory of gravitation in general relativity, 3-rd – to
Hilbert, all together was collected by Poincare, Born, Schwarzschild, Pauli and
others (see [1–4]). Equations for particles and fields are derived from this action,
but equations without right-hand parts are derived for fields [1–4]. This gap is
covered in papers [5–11] by the following rather natural and simple method.
To derive the equations for gravitational and electromagnetic fields, let us first
rewrite action (1.1) by introducing a distribution function, Then we passing
from the Lagrangian coordinates in the first two terms of action (1.1) to the
Eulerian ones. Let f (t, x, v,m, e) be the distribution function of particles in
space x ∈ R3, velocities v ∈ R3, masses m ∈ R+ and charge e ∈ R at the time
t ∈ R. This means that the number of particles in the volume dxdvdmde is
equal to f (t, x, v,m, e) dx dv dmde. We obtain the following action:

S = −c
∫
mf(t,x,v,m, e)

√
gµνuµuνd

3x d3ν dmde dt

− 1

c

∫
ef(t,x,v,m, e)Aµu

µd3x d3ν dmde dt

+ k1

∫
(R+ Λ)

√
−gd4x+ k2

∫
FµνF

µν√−gd4x. (1.2)

The type of action (1.2) is already suitable for deriving the Einstein and Maxwell
equations when varying by fields gµν and Aµ. This way of deriving the Vlasov–
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Maxwell and Vlasov – Einstein equations was used in [5–11]. When varying (1.1)
by gµν we obtain the Einstein equation:

k1

(
Rµν − 1

2
gµν(R+ Λ)

)√
−g

=

∫
m
f(t, x, ν,m, e)

2
√
gµνuµuν

uµuνd3ν dmde

− k2(−2FµνF νβgαβ +
1

2
FαβF

αβgµν)
√
−g. (1.3)

The first term of the right-hand side of this equation is the energy-momentum
tensor by Hilbert’s definition. It was first presented in [9–11] but in a less general
form without the distribution of masses and charges. Attempts to write down
the energy-momentum tensor via the distribution function were made, as far as
we know, only in the relativistic kinetic theory in the framework of the Vlasov –
Einstein equation [5–15]. However, the major difficulties were not resolved,
as we will show below. The equation of electromagnetic fields is obtained by
varying (1.1) by Aµ, it leads to the Maxwell equation:

k2
∂
√
−gFµν

∂xν
=

1

c2

∫
euµf(t, x, ν,m, e)d3ν dmde. (1.4)

Let us show that the action form (1.1) is more general than (1) in [1–4].
To obtain the standard action form, let us take the distribution function as a
δ-function for one particle.

f(x, ν,m, e, t) = δ (x− x′(t)) δ(ν − ν′(t))δ (m−m′) δ(e− e′). (1.5)

Substituting (1.4) into action (1.2) and omitting the sign of (′), we obtain action
(1) in [1–4].

Electrons and ions in plasma, planets in galaxies, galaxies in supergalaxies,
cluster of galaxies in the universe can play the role of particles. In equality (1.4)
we can take the sum of delta functions and obtain usual action [1–4] for finite
system of particles. This justifies the action (1.2) and the meaning of Eulerian
and Lagrangian coordinate relations in kinetic theory. Thus we have obtained
the equations for fields, and we need to derive the equations for particles for the
distribution function. This is Vlasov’s approach. The derivation of equations
for particles has been done in [5–11], where the equations for the distribution
function in velocities were derived. Next we will derive equation in momenta
using the Hamiltonian approach, having in mind the aim to obtain the Hamilton-
Jacobi equations for the case of the Vlasov – Maxwell – Einstein equation.

A historical remark should be made here. The equation appears under dif-
ferent names, as Vlasov – Poisson, Vlasov – Maxwell, Vlasov – Einstein, and even
Vlasov – Yang – Mills, see particular the work of Choquet – Bruhat [13]. The
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name Vlasov – Poisson equations is used for for gravity and plasma, Vlasov –
Maxwell equations for electrodynamics and Vlasov– Einstein equations for rel-
ativistic gravity. In the case of Vlasov – Einstein equation, however, (mostly
European) scientists worked in velocities [12–14], and correct corresponding
equations were proved difficult to obtain.

The only author who set the task of deriving the Vlasov – Einstein equations
from the principle of least action was Philip Morrison [15–17]. He worked in
momentum, and using Hamiltonian dynamics he obtained correct equations
for particles and the Liouville equation [16]. The equations for fields he got,
however, by other (more difficult) methods [15–17].

Morrison’s approach appear to be most natural: it is necessary to pass to
momenta in equations for fields (1.2)–(1.3), but at first it is necessary to write
down a relation of velocities and momenta according to the standard scheme
of Hamiltonian mechanics. Hence, to obtain the equation of motion of a single
particle in the given fields we begin to consider the first two terms of the action
(1.1)

S = −cm
∫ √

gµνuµuνdt−
e

c

∫
Aµu

µdt,

L = −cm
√
gµνuµuν −

e

c
Aµu

µ, S =

∫
Ldt

and introduce the momenta

pµ =
∂L

∂uµ
= −mc gµαu

α√
gηξuηuξ

− e

c
Aµ. (1.6)

Here the expression for p0 is obtained formally by differentiating by u0 = c,
u0 = c, u = (c, ν). The equation of motion for particles we obtain already in
the Hamiltonian form, where the Hamiltonian function is the zero-point compo-
nent of the momentum expressed in terms of the mass relations. This is based
on the fact that the Lagrangian is a first degree function on the four velocity
components and the Euler formula: uµ

∂L
∂uµ − L = 0, where H = νi ∂L∂νi − L or

c ∂L∂u0 + H = 0. Here the summation over i is three-dimensional, and over µ is
four-dimensional. Thus, we obtain a simple formula for the Hamiltonian where
the zero-point component of the momentum p0(x, p, t) should be expressed as
the solution of the quadratic mass ratio equation through the three-dimensional
momenta (

pα −
e

c
Aα

)(
pβ −

e

c
Aβ

)
gαβ = (mc)

2
, (1.7)

and then

H = −u0 ∂L

∂u0
= −cp0(x, p, t). (1.8)

This gives us an expression for both the velocities, νi = ∂H
∂pi

= νi(p) = −c∂p0∂pi
,

and the forces −c∂p0∂xi
. We can write down now the Liouville equations in the
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usual form
∂f

∂t
+ {f,H} = 0, (1.9)

where {f,H} = ∂H
∂pi

∂f
∂xi −

∂H
∂xi

∂f
∂pi

is the Poisson bracket. We have to rewrite

Einstein’s equations (1.2) using the distribution function in momentum to close
the equations for gravitation and electrodynamics in momentum. We shall take
advantage of the fact that the invariant is the number of particles

f(t, x, ν,m, e)dxdνdmde = f(t, x, p,m, e)dxdpdmde,

and we shall express velocities through impulses. This leads to

k1

(
Rµν −

1

2
gµν(R+ Λ)

)√
−g

= c

∫
m
f(t, χ, p,m, e)

2

(pµ − e
cAµ)(pν − e

cAν)

(p0 − e
cA

0)(mc)2
d3p dmde

− k2(−2FµαF νβgαβ +
1

2
FαβF

αβgµν)
√
−g, (1.10)

and Maxwell’s equation (1.3)

k2
∂Fµ

ν

∂xν
√
−g =

1

c2

∫
e(pµ −

e

c
Aµ)f(t, χ, p,m, e)d3p dmde. (1.11)

The system of equations (1.9)–(1.11) with the Hamiltonian (1.8) is the system
of the Vlasov – Maxwell – Einstein equations.

Let us derive some other forms of the equations of gravitation and elec-
trodynamics, namely the hydrodynamic and Hamilton – Jacobi equation. The
hydrodynamic form is obtained by means of the hydrodynamic substitution
f(t, x, p,m) = ρ(t, χ,m, e) δ(p − Q(t, x,m, e)), which is a limiting case of the
Maxwell distribution at temperature tending to zero. Following the general
scheme [5–11,22–26] we get the straightforward consequence of equations (1.9)–
(1.11):

∂p

∂t
−

(
pc∂p0∂pi

(x,Q)
)

∂xi
= 0, (1.12)

p

(
∂Qk
∂t
− (c

∂p0

∂pi
(x,Q))

∂Qk
∂xi

+ c
∂p0

∂xk
(x,Q)

)
= 0, (1.13)

k1

(
Rµν −

1

2
gµν(R+ Λ)

)√
−g

= c

∫
m
ρ(t, χ,m, e)

2

(Qµ − e
cAµ)(Qν − e

cAν)

g0α(Qα − e
cAα)(mc)2

dmde
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− 1

2
k2FαβF

αβgµν
√
−g, (1.14)

k2
∂Fµ

ν

∂xν
√
−g =

1

c2

∫
e
(
Qµ −

e

c
Aµ

)
ρ(t, χ,m, e)dmde. (1.15)

Here (1.12) is the continuity equation, and the system (1.12)–(1.15) describes
the gas dynamics of a self-gravitating charged gas. To obtain the Hamilton –
Jacobi consequence, we must, according to the general scheme for Hamiltonian
systems [18–26] by E. Madelung, V.V. Kozlov and ours, substitute Q = ∇W in
equation (1.12)–(1.15). This substitution suits exactly the Hamiltonian systems
[18–26], allowing us to obtain one Hamilton – Jacobi equation instead of three
equations (1.13) (

∂W

∂xα
− e

c
Aα

)(
∂W

∂xβ
− e

c
Aβ

)
gαβ = (mc)

2
. (1.16)

Combining equations (1.12), (1.14), (1.15), where we also have to replace Qµ
with ∂W

∂xµ , together with equation (1.16), we get the Hamilton-Jacobi conse-
quence of the Vlasov – Maxwell – Einstein equations.

Hence, we have obtained three forms of the Maxwell – Einstein – Vlasov equa-
tions. Using momentum, we avoided the appearance of Christopher symbols.
The meaning of Vlasov-type equations becomes clear: this is the only form of
equations that provides a closed system of equations of gravitation and electro-
dynamics. Furthermore, this is derived solely from the principle of least action
– a cherished dream of Euler, Lagrange, Newton, Maxwell and Einstein. Thus,
gravity and electrodynamics became rigorous mathematics. Other consequences
we will discuss elsewhere, but here we shall provide a few examples.

2. Lorentz metric and Einstein’s lambda

Let us consider the following action

S = −c
∫
m
[√

gµνuµuν +
U

c

]
f (t, x, v,m) dx dv dmdt

− 1

8πγ

∫
(∇U)

2
dx dt+

c2Λ

8πγ

∫
Udx dt, (2.1)

where gµν = diag(1,−1,−1,−1) is the Lorentz metric. Here f (t, x, v,m) is the
distribution function of particles (galaxies, super-galaxies) in space x, velocities
v, masses m at time t, U is a gravitational field potential, γ is the gravitational
constant, Λ is the Einstein lambda-term. Varying by U , we obtain the following
equations for fields:

∆U = 4πγ

∫
mf (t, x, v,m) dvdm− 1

2
c2Λ. (2.2)
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Let us pass to the action for one particle. As it is usually done in the derivation
of equation for particles in given fields [1–15], we substitute f (t,X, V,M) =
δ(x−X)δ(v − V )δ(m−M),

S = −cm
∫ [√

c2 − u2 +
U

c

]
dt. (2.3)

For this action, the Lagrangian and the Hamiltonian are given by

L (x, v) = −mc
√
c2 − u2 −mU, (2.4)

H (x, p) = mc2

√
1 +

p2

(mc)
2 +mU. (2.5)

Thus, we can obtain the equation of motion and the Liouville equation for the
Hamiltonian system

∂f

∂t
+

(
∂H

∂p
,
∂f

∂x

)
−
(
∂H

∂x
,
∂f

∂p

)
= 0,

or in our case

∂f

∂t
+

1√
1 + p2

(mc)2

(
p

m
,
∂f

∂x

)
−m

(
∂U

∂x
,
∂f

∂p

)
= 0. (2.6)

The system of the following equations is the Vlasov – Poisson system for our
action with the Lorentz metric

∂f

∂t
+

1√
1 + p2

(mc)2

(
p

m
,
∂f

∂x

)
−m

(
∂U

∂x
,
∂f

∂p

)
= 0,

∆U = 4πγ

∫
mf (t,x,p,m) dpdm− 1

2
c2Λ.

Let us proceed to the hydrodynamic consequences of this system. For this
purpose we substitute f (t, x, p,m) = δ (p−Q (t, x)), whereQ is the macroscopic
momentum. For an arbitrary system dx

dt = v (x, t) , dpdt = g (x, p) we obtain the
following consequence of the Liouville equation:

∂ρ

∂t
+
∂ρνi (x,Q)

∂xi
= 0,

ρ

(
∂Qk
∂t

+ νi (x,Q)
∂Qk
∂xi

− gk (x,Q)

)
= 0.
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Also, if we consider a Hamiltonian system, a further substitution takes place
Q = ∇W [16-26], and we obtain the following relations:

∂ρ

∂t
+
∂ρνi (x,∆W )

∂xi
= 0,

ρ
∂

∂xk

(
∂W

∂t
+H (x,∆W )

)
= 0.

Substituting the Hamiltonian of our system

H (x, p) = mc2

√
1 +

p2

(mc)
2 +mU

we obtain a hydrodynamic-Hamilton – Jacobian consequence of our weakly rel-
ativistic system of Vlasov – Poisson equations:

∂ρ

∂t
+
∂ρνi (x,∇W )

∂xi
= 0,

∂W

∂t
+ c

√
(mc)

2
+ (∇W )

2
+mU(x) = 0, (2.7)

∆U = 4πγ

∫
mρdm− 1

2
c2Λ,

where
ν (x, p) =

p

m
√

1 + p2

(mc)2

.

Let us now consider the equations in the isotropic case, i.e. when U =
U (r, t) , W = W (t, r,m) , r =

√
x2

1 + x2
2 + x2

3.

∂ρ

∂t
+

∂

∂xi

(
ρcW ′xi

r

√
(mc)

2
+ (W ′)

2

)
= 0,

∂W

∂t
+ c

√
(mc)

2
+ (W ′)

2
+mU (x) = 0,

3

(
U ′

r

)
+ r

(
U ′

r

)′
= 4πγ

∫
mρdm− 1

2
c2Λ.

We denote by W ′, U ′ . . . the differentiation over r. From the third equation in
the cosmological case, i.e. when the density does not depend on the coordinate
ρ (x,m, t) = ρ (m, t) the following form of the potential follows:

U =
r2B (t)

6
− D (t)

r
,
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where B (t) = 4πγ
∫
mρdm− 1

2c
2Λ. Considering the cosmological case, one can

also transform the first two equations:

∂ρ

∂t
+ ρ

∂

∂xi

(
cW ′xi

r

√
(mc)

2
+ (W ′)

2

)
=
∂ρ

∂t
+ 3Hρ = 0,

H is Hubble constant, from the definition of which it follows that

H = ϕ+
r

3
ϕ′,

where ϕ satisfies

ϕ =
cW ′

r

√
(mc)

2
+ (W ′)

2
.

The solution to the last equation is the function ϕ = H + A(t)
r3 . Thus we have

obtained a system of equations for cosmological solution of Vlasov – Poisson
system with Lorentz metric:

∂ρ

∂t
+ 3Hρ = 0,

∂ρ

∂t
+
∂ρνi (x,∇W )

∂xi
= 0,

W ′√
(mc)

2
+ (W ′)

2
=

1

c

(
rH +

A (t)

r2

)
, (2.8)

∂W

∂t
+ c

√
(mc)

2
+ (W ′)

2
+mU (x) = 0.

Let us denote α(r, t) = 1
c (rH + A(t)/r2), S = W ′. Then from the second

equation we obtain

S =
mcα√
1− α2

, Ṡ =
mcα̇

(1− α2)
3/2

, S′ =
mcα′

(1− α2)
3/2

.

We denote by Ṡ the differentiation with respect to t. Let us differentiate the
last equation (2.8) with respect to r:

∂S

∂t
+ c

SS′√
(mc)

2
+ S2

+mU ′ (x) = 0,
mcα̇

(1− α2)
3
2

+ c
mcα′α

(1− α2)
3
2

+mU ′ (x) = 0,

or (
cα̇+ c2α′α

)2 − (U ′ (x))
2 (

1− α2
)3

= 0.



524 V.V. Vedenyapin, A.A. Bay, V.I. Parenkina and A.G. Petrov

Thus, if we substitute

α (r, t) =
1

c

(
rH (m, t) +

A (t)

r2

)
,

α̇ (r, t) =
1

c

(
rH (ṁ, t) +

Ȧ (t)

r2

)
,

α′ (r, t) =
1

c

(
H (m, t)− 2A (t)

r3

)
into this equation, we obtain the following expression(
rḢ +

Ȧ

r2
+
(
rH +

A

r2

)(
H − 2A

r3

))2

−
(rB

3
+
D

r2

)2(
1−

(
rH +

A

r2

)2)3

= 0.

Opening the brackets in this equation, on the left we get an expression which
is rational in r. Therefore, the coefficients for all degrees of r in this expression
have to be zero. Let us consider the coefficient at r8. After opening the first
term, the degree of r is not greater than 2, when opening the second, we get the

only term with the degree r8H6B2

3 , and therefore, H6B6 = 0. Assuming that
B (t) = 4πγ

∫
mρ (m, t) dm− 1

2c
2Λ 6= 0, we obtain H = 0.

( Ȧ
r2
− 2A2

r5

)2

−
(rB

3
+
D

r2

)2(
1−

(A
r2

)2)3

= 0.

We conclude that B = 0 considering the coefficient atr2. Assuming now that
B (t) = 4πγ

∫
mρ (m, t) dm− 1

2c
2Λ = 0, we have the following

(
rḢ +

Ȧ

r2
+
(
rH +

A

r2

)(
H − 2A

r3

))2

−
(D
r2

)2(
1−

(
rH +

A

r2

)2)3

= 0.

Then the coefficient atr( − 16) is equal to A6D2/3. Therefore, either D =

0, U(x) = 0, or A = 0,
(
rḢ+rH2

)2−(Dr2 )2(1− (rH)2
)3

= 0 which still implies
that D = 0, U(x) = 0. Thus, a cosmological solution for a relativistic action in
the Lorentz metric exists only when U(x) = 0. We also obtained the equation
for H:

Ḣ +H2 = 0 (2.9)

Let us collect our results in the following theorem.

Theorem. For the action (2.1) the equation for fields (2.2) and the equation
of motion with Lagrangian (2.3) and Hamiltonian (2.5) hold. The equation
of motion yields the proper Liouville equation (2.6) and a system of Vlasov –
Poisson equations (2.2), (2.6) for Minkowski metric. The latter system implies
Hamilton – Jacobi consequence (2.7), from which one gets its cosmological ver-
sion (2.8). System of equations (2.8) have the only non-trivial solution (2.9) for
Hubble constant with exact expressions for W and U .
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Figure 1.

We obtained in [38,39] a non-relativistic analogue of the Friedman equa-
tions generalizing the Milne – McCree solution [33,34] in various directions. In
particular, we introduced the lambda term, we introduced the repulsion of sub-
stance by analogy with Coulomb, and moved to the Hamilton – Jacobi equation.
We also raised the question of the dependence of the Hubble constant on the
mass and charge of the substance. Here we have obtained an analogue of such
solutions for Lorentz metric.

2.1. Lagrange points in the potential U(r) = −γ
r
− c2Λ

12
r2 and features

of motion

Let us consider the features of Lagrange points in the potential that takes
into account the lambda term [35–43].

Triangular libration point in the interaction of masses under the ac-
tion of an central force Let us consider the circular problem of two bodies
(Fig. 1). Two masses m1 and m2 are located at the distance a = r1 + r2

from each other, they are attracted by the central force according to the law
F = m1m2f(a), and rotate with angular velocity ω relative to the point C.
From the balance equation of gravitational and centrifugal forces

m1ω
2r1 = m1m2f (a) , m2ω

2r2 = m1m2f (a) , a = r1 + r2. (2.10)

We find that m1r1 = m2r2 that is, the point is the center of mass. Thus, when
rotating around its center of mass the masses m1, m2 will be stationary. A small
mass which is stationary in this coordinate system, is called a libration point.

Figure 2.

Lagrange [44] in 1772 showed that a small mass m located at the vertex of
an equilateral triangle is a libration point (Fig. 2). This libration point is called
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triangular. The most general result in the problem under consideration was
obtained by Lyapunov [45,46]. For a function f(r) inversely proportional to the
n degree of distance, the triangular libration point is also a libration point, and
it is stable in linear approximation at

(m0 +m1 +m2)2

m0m1 +m0m2 +m1m2
> 3
(1 + n

3− n

)2

.

For n = 2,m0 = 0 the classical Gasho stability condition, obtained in 1843,
follows from this

0 < 27µ (1− µ) < 1, µ =
m2

m1 +m2
⇒ 0 < µ < 0.03852. (2.11)

To solve the problem of the influence of linear force on the stability of equi-
librium positions of triangular libration points, we prove the following general
result.

Theorem. A triangular point is a libration point at any central force F =
m1m2f (r).
Proof. From the balance equation for the attraction forces and centrifugal forces
(2.10) it follows

m2f (a) = ω2r1, m1f (a) = ω2r2. (2.12)

Now consider an equilateral triangle ABD. The masses m1 and m2 are located
at the points A, B and the small mass is located at the point D (Fig. 2). The
forces of attraction mm1f(a) and mm2f(a), directed along the unit vectors e1

and e2, act on the small mass m from the side of the masses m1 and m2. The
total force of attraction using (2.1) is reduced to the following

F1 + F2 = m (m1f (a) e1 +m2f (a) e2)

= m
(
ω2r2e1 + ω2r1e2

)
= mω2 (r2e1 + r1e2) .

From the parallelogram rule in Fig. 2 we get r2e1 + r1e2 =
−−→
DC ⇒ F1 + F2 =

mω2−−→DC. Thus, the sum of the forces of attraction acting on the mass is directed
opposite to the vector of centrifugal force, with the same magnitude. The sum
of the centrifugal force and the forces of attraction is zero. Hence, the mass m
located at the vertex D of the right triangle is in equilibrium, and thus is the
libration point.

2.2. Interactions according to Newton’s law of gravitation with the
addition of a linear force

Let us consider the case of masses interaction, in which the interaction force
has the following form

F = m1m2f (r) , f (r) = −dU
dr

= − γ

r2
+
c2Λ

6
r.
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Figure 3.

This law differs from the classical one in the presence of a linear repulsive force.
According to the theorem proved above, the point D in Fig. 2 and the symmetric
point M0 in Fig. 3 are libration points. Let us construct a Lagrange function for
the perturbed motion of a mass m located at a point M in Fig. 3. An equilateral
triangle AM0B has sides of a length. At the apex of the equilateral triangle
AM0B, the small mass is in equilibrium at the apex of M0. In the vicinity of
equilibrium at the M point, the motion of the small mass is described by the
Lagrange equations, with the Lagrange function

L =
1

2

(
ẋ2 + ẏ2

)
+ ω (xẏ − yẋ) +

ω2

2

(
x2 + y2

)
− V,

ω2 =
m1 +m2

a

( γ
a2
− c2Λ

6
a
)
, V = −m1

( γ
r1
− c2Λ

12
r2
1

)
−m2

( γ
r2
− c2Λ

12
r2
2

)
.

For Λ = 0 we obtain the classical case. The dimensionless form of the equations
is obtained by the following substitution:

x = aX, y = aY, ẋ = aẊω, ẏ = aẎ ω,

c2Λ

6
=

γ

a3
λ, r1 = aR1, r2 = aR2.

This transforms the equilateral triangle AM0B into a triangle with unit sides.
The dimensionless Lagrange function has the following form

1

2

(
Ẋ2 + Ẏ 2

)
+
(
XẎ − Y Ẋ

)
+

1

2

(
X2 + Y 2

)
− V1,

V1 = −
(1− µ
R1

+
µ

R2

)
−K

[(1− µ
R1

+
µ

R2

)
+ (1− µ)R1 + µR2

]
,

K =
λ

1− λ
, µ =

m2

m1 +m2
.
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The coordinates of the apex of an equilateral triangle X = 1
2 − µ, Y =

√
3

2
determine the equilibrium point of the system. We make the substitution as

follows X = 1
2 − µ + q1, Y =

√
3

2 + q2 and find the Hamiltonian of motion of
the system in the vicinity of the equilibrium point. The Hamiltonian function
of the linear approximation is

H =
1

8

(
4p1

2 + 8p1q2 + 4p2
2 − 8p2q1 + q1

2 + 6
√

3(2µ− 1)q1q2 − 5q2
2
)

+
1

8
K
(
−3q1

2 + 6
√

3(2µ− 1)q1q2 − 9q2
2
)
. (2.13)

Hamilton’s linear equations

q̇i =
∂H

∂pi
, ṗi = −∂H

∂qi

have two pairs of eigenvalues l2 = −l1, l4 = −l3, differing in sign. Their squares
can be reduced to the following form, convenient for analysis:

l1
2 =

1

2

(
−
√

(1− 3K)2 − 27M(1 +K)2 − (1− 3K)
)
,

l3
2 =

1

2

(√
(1− 3K)2 − 27M(1 +K)2 − (1− 3K)

)
,

K =
λ

1− λ
, M = µ− µ2, λ =

c2Λa3

6γ
,

where λ is dimensionless lambda term. Under the condition

M < M∗(K) =
1

27

(
1− 3K

1 +K

)2

, K <
1

3
,

the eigenvalues are purely imaginary and the equilibrium is stable in the linear
approximation. At K = 0 ⇒ λ = 0 we obtain the classical result (2.11) of
Gascheau G. – 1843, (see [46]) on the stability of the libration point in the linear
approximation. The stability conditions are given in terms of initial parameters
as follows

µ < µ∗ (λ) =
(

9−
√
−192λ2 + 96λ+ 69

)
=

2 (1− 4λ)
2

3
(√
−192λ2 + 96λ+ 69 + 9

) , λ <
1

4
. (2.14)

The µ∗(λ) relationship is shown in the graph.
If this condition is not met, then one of the eigenvalues has a positive real

part, whence follows the exponential instability. From the instability in linear
approximation by Lyapunov theorem follows the instability of the exact non-
linear problem. Under condition (2.13) the stability of the nonlinear problem
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Figure 4.

is possible and, as studies of the classical case show, the stability of nonlinear
problem follows, except for a finite number of values of parameters µ, λ.

We summarize our results in the following theorem.
Theorem. For any potential dependent only on distance the Lagrangian

points are the same as in classical case. For Lagrange points in the potential

U (r) = −yr −
c2Λ
12 r

2 all deviations are ruled by Hamiltonian (2.12). The con-
ditions of stability of those points have the form (2.13). For Λ = 0 we obtain
the classical result of Gascheau G. 1843 [46] on the stability of libration point
in the linear approximation.

Conclusion

We have demonstrated a way to obtain the equations of gravitation from
the principle of least action in the closed form, and this is the form of Vlasov’s
equation (cf. [5–15]). This tells us the Vlasov type equations is the only way
to obtain both the gravitation equation and the equations of electrodynamics
from the principle of least action. It is also the only way so far to close the
system of equations of gravitation and electrodynamics using the principle of
least action, using the distribution function of objects (as e.g., electrons, ions,
stars in galaxies, galaxies in supergalaxies or in the universe) by velocity and
space. The corresponding hydrodynamic level equations (e.g. magnetic hydro-
dynamics equations) are also naturally obtained from the Vlasov-type equations
by hydrodynamic substitution (so far the only way to relate the latter equations
to the classical action).

It is of considerable interest to investigate different classes of solutions to the
equations obtained, as was done in [27–31]. Of particular interest should be the
asymptotic behavior of the solutions to the Vlasov equations, and its analogy
with the Liouville equation [30–32] might help. We have also shown that the
obtained Vlasov-type equations should be applied to explain the evolution of
the Universe, because it is from the Vlasov – Poisson equation that the nonrela-
tivistic analogues of Friedmann solutions, the Milne – McCree solutions [33,34]
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follow. Moreover, they are an exact consequence of the Vlasov – Poisson equa-
tion, so they are obtained without the heuristic assumptions of the papers [33,34]
and justify and generalize them. These solutions made it possible to clarify the

role of the Lambda term, its equivalence to the potential U (r) = −yr −
c2Λ
12 r

2

and the equivalence of this to any homogeneous substance associated with the
solution of the Poisson equation [38–39]. The right-hand side of the Einstein
equation gives hope for an explanation of the accelerated expansion of the Uni-
verse without these additional assumptions.

Finally, the dependence of the boundary of stable equilibrium positions of a
small mass at the triangular point of libration is obtained. The parameter for
the stable positions varies within certain limits. It would be useful to extend
the results about libration points to the relativistic case.
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Poincaré Entropy, Boltzmann Extremals, and Hamilton – Jacobi Method for Non-
Hamiltonian Situation. Journal of Mathematical Sciences (United States) 260 (4),
434–455.

[33] Milne E.A. (1935) Relativity, Gravitation and World-Structure. Oxford Univ.
Press.

[34] McCrea W.H., Milne E.A. (1934) Newtonian universes and the curvature of
space. Quart. J. Math. 5 (1), 73–80.

[35] Gurzadyan V.G. (1985) The cosmological constant in the McCree – Milne Cos-
mological Scheme. The Observatory 105, 42–43.

[36] Gurzadyan V.G. (2019) On the common nature of Dark Energy and Dark
Matter. Eur. Phys. J. Plus 134, 14.

[37] Gurzadyan V.G., Stepanyan A. (2019) The cosmological constant derived via
galaxy groups and clusters. Eur. Phys. J. C 79, 169.

[38] V.V. Vedenyapin, N.N. Fimin, V.M. Chechetkin (2021) The generalized
Friedman model as a self-similar solution of Vlasov – Poisson equations system.
Eur. Phys. J. Plus 136, 670.

[39] Vedenyapin V.V., Voronina M.Y., Russkov A.A. (2020) On the derivation
of equations of electrodynamics and gravitation from the principle of least action.
Reports of the Russian Academy of Sciences 495, 9–13.

[40] Lukash V.N., Rubakov V.A. (2008) Dark Energy: Myths and Reality. Uspekhi
Fiz. Nauk 178 (3), 301–308.

[41] Zeldovich Ya.B. (1963) The Theory of the Expanding Universe by A.A. Fried-
man. Uspekhi Fiz. Nauk 80, 357–390.

[42] Gurzadyan V.G. (1985) The cosmological constant in the McCree – Miln Cos-
mological Scheme. Observatory 105, 42.

[43] Chernin A.D. (2008) Dark Energy and World Antigravity. Advances in Physical
Sciences 178 (3), 267–300.

[44] Lagrange J.L. (1772) Essai sur le problème des trois corps. Paris.

[45] Lyapunov A.M. (1954) On stability of motion in some partial case of the problem
of three bodies. Papers, V.1, USSR Academy Publishing.

[46] Markeev A.P. (1978) Libration Points in Celestial Mechanics and Astrodynam-
ics. Fizmatlit, Moscow. [in Russian]



Markov Processes Relat. Fields 29, 533–548 (2023)
Markov MPRF&��

��
Processes
and
Related Fields
c©Polymat, Moscow 2023

Persistence in Perturbed Contact

Models in Continuum

Sergey Pirogov and Elena Zhizhina
Institute for Information Transmission Problems, Moscow, Russia.
E-mail: s.a.pirogov@bk.ru, ejj@iitp.ru

Received October 20, 2023

Abstract. Can a local disaster lead to extinction? We answer this question in
this work. In the paper [19] we considered contact processes on locally compact
metric spaces with state dependent birth and death rates and formulated suf-
ficient conditions on the rates that ensure the existence of invariant measures.
One of the crucial conditions in [19] was the critical regime condition, which
meant the existence of a balance between birth and death rates in average. In
the present work, we reject the criticality condition and suppose that the bal-
ance condition is violated. This implies that the evolution of the correlation
functions of the contact model under consideration is determined by a nonlocal
convolution type operator perturbed by a (negative) potential. We show that
local peaks in mortality do not typically lead to extinction. We prove that a
family of invariant measures exists even without the criticality condition and
these measures can be described using the Feynman-Kac formula.
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1. Introduction

The contact processes on the lattice have been introduced in the pioneer pa-
pers of Harris [4], Holley and Liggett [5], see also the monograph of Liggett [14].
In recent years, the study of contact processes running in continuous spaces has
attracted great interest, see e.g. [6, 7, 10]. This class of processes is a particular
case of continuous time birth and death processes, and particle configurations
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in continuum appeared to be more adapted to modeling evolutions in various
biological systems and models of population dynamics.

Taking into account applications of the contact processes as models describ-
ing a spread of epidemic diseases or a population growth, one of the main prob-
lem under consideration is to determine the parameters of the model providing
stationary regime and to prove the existence of invariant measures. The appear-
ance of limiting invariant states was proved only in the so-called critical regime,
see e.g. [18,19], that is, when there is a certain stochastic balance between birth
and death. As was shown in [6], there exists a continuum of invariant measures
for the contact processes in Rd, d ≥ 3, in the critical regime with a constant
death rates. In small dimensions d = 1, 2, the existence of the stationary regime
depends on the behavior of the dispersal kernel at infinity. It was proved in [7]
that for the contact processes in Rd, d = 1, 2, invariant measures exist only if
the dispersal kernel has a heavy tail at infinity. In the case of light tails the pair
correlation function grows to infinity as t → ∞, and hence invariant measures
do not exist. Thus heavy tails of dispersal kernels appear to make the critical
regime more stable contrary to light tails.

The existence of invariant measures in the marked contact model in Rd, d ≥
3, with a compact spin space and for constant death rates was proved in [9]. Such
models are used, in particular, to describe evolution in quasi-species populations
with mutations, see [15].

A more general framework has been investigated in [18], where we have for-
mulated conditions providing the existence of a one-parameter family of invari-
ant measures in contact processes on general locally compact separable metric
spaces. One of the conditions, the so-called transience condition, was formu-
lated in terms of the associated Markov jump process. It means that any pair
of independent trajectories of this jump process run away from each other. The
transience condition is not needed for a special class of contact processes - the
contact processes with immigration. For such processes a unique invariant mea-
sure exists in any dimension, see [3], [17].

In the present work, we consider contact processes without the assumption
of criticality. We will show that local violation of criticality due to excess mor-
tality does not destroy invariant measures, but only perturbs them. A similar
phenomenon exists in the theory of Schrödinger operators, when local positive
potentials do not change a spectrum of Laplacian, see e.g. [20, Chapter 13]. In
our study of the contact model, we need not only to solve the equation for the
first correlation function specified by a Schrödinger type operator, but also to
explore an infinite chain of hierarchical equations for all correlation functions
of the model. Thus, the first step of our research is to construct the first cor-
relation function of the stationary system using the Feynman-Kac formula, and
then we find the solution of the whole chain by the inductive procedure.
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The case studied here is unlike to the case from [1], [2], [8], where local neg-
ative fluctuations of the mortality can lead to an exponential popultion growth
in any compact region.

In proving the main results of this work, we adapt the arguments from
[6, 9, 18] developed for contact models in the critical regime to the analysis of
contact models in the absence of the critical regime condition. The remainder
of this paper is organised as follows. In Section 2, we introduce the model and
formulate assumptions on the model. We formulate the main result in Section
3. In Section 4, we give the proof of the main theorem.

2. The model

Let X be a locally compact separable metric space, B(X) be its Borel σ-
algebra, and m will denote a locally finite Borel measure on B(X), i.e. m is finite
on compact sets. Denote byM(X) the space of locally finite Borel measures on
B(X) and by Bb(X) the system of all compact sets from B(X).

A configuration γ ∈ Γ(X) on X is a finite or countably infinite locally finite
unordered set of points in X, and some of them can be multiple, i.e. repeti-
tions are permitted. If the measure m ∈ M(X) is atomic then Γ(X) contains
configurations with multiple points. This case is realized on graphs with a
counting measure m. For the continuous contact models, when m is non-atomic
(see e.g. [6, 7, 10]), as the phase space Γ one can take the set of locally finite
configurations in X with distinct elements:

Γc = Γc
(
X
)

:=
{
γ ⊂ X

∣∣∣ |γ ∩ Λ| <∞, for all Λ ∈ Bb(X)
}
, (2.1)

where | · | denotes the number of elements of a set.
We can identify each γ ∈ Γ with an integer-valued measure

∑
x∈γ δx ∈

M(X), where δx is the Dirac measure with unit mass, and the sum is taken
considering the multiplicity of elements in the configuration γ. For any Λ ∈
Bb(X) we denote by |γ ∩ Λ| the value γ(Λ) of the measure γ on Λ.

The contact model is a continuous time Markov process on Γ(X) which is a
particular case of a general birth-and-death process. The model is given by a
heuristic generator defined on a proper class of functions F : Γ→ R as follows:

(LF )(γ) =
∑
x∈γ

U(x) (F (γ\x)− F (γ))

+

∫
X

∑
x∈γ

a(y, x)(F (γ ∪ y)− F (γ))m(dy).
(2.2)

Notations γ\x and γ ∪ x in (2.2) stand for removing and adding one particle
at position x ∈ X. Similarly, x ∈ γ refers to any particle in the configuration



536 S. Pirogov and E. Zhizhina

γ. The first term in (2.2) corresponds to the death of a particle at position x:
each element x ∈ γ of the configuration γ ∈ Γ can die with the death rate

U(x) = V (x) +W (x),

where the critical regime condition (see (2.6) below) is valid for V (x) > 0, and
W (x) ≥ 0 is a non-negative local perturbation of V (x), see condition (2.11)
below. The second term of (2.2) describes the birth of a new particle in a
neighborhood dy of the point y with the birth density A(y, γ) :=

∑
x∈γ a(y, x).

It worth noting that this form of the birth rates suggests that it is not known who
is the parent of the new particle, since the birth of a new particle at position y
has a cumulative rate

∑
x∈γ a(y, x). Function a(x, y) is also called the dispersal

kernel.

We formulate now assumptions on the birth and death rates that provide
the existence of invariant measures.

1. Measurability condition. Let a : X × X → [0,∞), W : X → [0,∞) be
non-negative bounded measurable functions, and V : X → (0,∞) is a strictly
positive bounded measurable function:

0 < Vmin = inf
X
V (x) ≤ V (x) ≤ sup

X
V (x) = Vmax < ∞; (2.3)

0 ≤ Wmin = inf
X
W (x) ≤ W (x) ≤ sup

X
W (x) = Wmax < ∞. (2.4)

2. Regularity condition. There exists a constant C > 0, such that

sup
x∈X

∫
X

a(y, x)m(dy) < C. (2.5)

3. Critical regime condition for V . There exists a strictly positive bounded
measurable function Ψ(x), Ψ(x) ≥ p0 > 0 such that∫

X

a(x, y) Ψ(y)m(dy) = V (x) Ψ(x) for all x ∈ X. (2.6)

Critical regime condition is a balance condition between birth and death rates
for the unperturbed system if particles are distributed according the measure
Ψ(y)m(dy). Define the new measure m̄ and the new intensity of birth b(x, y)
as follows

m̄(dy) = Ψ(y)m(dy), b(x, y) =
a(x, y)

Ψ(x)
, (2.7)

then relation (2.6) is rewritten as∫
X

b(x, y)m̄(dy) = V (x) for all x ∈ X. (2.8)
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4. Transience condition. Let us consider the continuous time jump Markov
process with generator

Lf(x) =

∫
X

b(x, y)
(
f(y)− f(x)

)
m̄(dy). (2.9)

Then we assume that for two independent copies X(t) and Y (t) of this process
starting with X(0) = x and Y (0) = y the following condition holds

sup
x,y

∫ ∞
0

Ex,yb(X(t), Y (t))dt < H (2.10)

with a constant H > 0. Moreover, we assume that the integral in (2.10) con-
verges uniformly in x, y.

5. W-integrability condition. The perturbationW(x) is non-negative, bounded
and satisfies estimate

sup
x

∫ ∞
0

ExW (X(t))dt < L (2.11)

with some L > 0, and the integral converges uniformly in x. Here as above X(t)
is the trajectory of the process with generator (2.9) starting at x.

Remark 2.1. It worth noting that the form of the generator in (2.9) as well as
the transience condition (2.10) do not depend on the function W (x).

Remark 2.2. The sufficient condition for (2.10) together with required uniform
convergence reads

∞∫
0

sup
x,y

Exb(X(t), y)dt < H (2.12)

Proof. Denote by p(x, dy, t) the transition function of the Markov jump process
with generator (2.9) at time t. Then we get

sup
x,y

∞∫
0

Ex,yb(X(t), Y (t))dt

= sup
x,y

∞∫
0

∫
X

∫
X

b(x′, y′)p(x, dx′, t)p(y, dy′, t)dt

≤ sup
y

∞∫
0

∫
X

(
sup
x

∫
X

b(x′, y′)p(x, dx′, t)
)
p(y, dy′, t)dt

= sup
y

∞∫
0

∫
X

(
sup
x

Exb(X(t), y′)
)
p(y, dy′, t)dt
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≤
∞∫

0

sup
y

∫
X

(
sup
y′

sup
x

Exb(X(t), y′)
)
p(y, dy′, t)dt

=

∞∫
0

sup
x,y′

Exb(X(t), y′)dt.

Therefore, condition (2.12) implies the uniform convergence in (2.10). 2

Remark 2.3. The sufficient condition for (2.11) reads

∞∫
0

sup
x

ExW (X(t))dt < L. (2.13)

It is easy to see that both estimates (2.12) and (2.13) are valid if X = Rd, d ≥
3, a(x, y) = a(x − y) is a bounded probability density, V (x) ≡ 1, Ψ(x) ≡ 1,
and W (x) ∈ L1(Rd)∩L∞(Rd). The proof of this fact follows from the standard
(Polya-type) arguments on the transience of non-degenerate homogeneous ran-
dom walks in Rd, d ≥ 3, see e.g. [11], [16], [19]. In the case of small dimensions
d = 1, 2, estimates (2.12) and (2.13) hold if the density a(x, y) = a(x − y) has
heavy enough tails, see [7].

3. Time evolution of correlation functions. Main results

Denote by Mfm(Γ) the set of all probability measures µ which have finite
local moments of all orders, i.e.∫

Γ

|γ ∩ Λ|n µ(dγ) < ∞

for all Λ ∈ Bb(X) and n ∈ N .
Together with the configuration space Γ we define the space Γ0 of finite con-

figurations, and let Γ
(n)
0,Λ = {η ⊂ Λ : |η| = n} be the set of n-point configurations

in Λ ∈ Bb(X). If a measure µ ∈ Mfm(Γ) is locally absolutely continuous with
respect to the Lebesque-Poisson measure

λz, m̄ =

∞∑
n=0

zn

n!
m̄⊗n, i.e. λz, m̄(Γ

(n)
0,Λ) =

zn (m̄(Λ))n

n!
, n = 0, 1, . . . ,

where m̄(Λ) =
∫

Λ
m̄(dx), then there exists the corresponding system of the

correlation functions, i.e. densities of the correlation measure with respect to the
Lebesque-Poisson measure. The terminology originates in statistical mechanics,
see, for instance, [21, Ch. 4]. Denote by Mcorr(Γ) the subclass of the class
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Mfm(Γ) consisting of probability measures on Γ for which correlation functions
exists.

The evolution equation for the system of n-point correlation functions cor-
responding to the continuous contact model in X has the following recurrent
forms, see e.g. [6, 18]:

∂k
(n)
t

∂t
= L̂∗nk

(n)
t −Wnk

(n)
t + f

(n)
t , n ≥ 1; k

(0)
t ≡ 1, (3.1)

where

L̂∗nk
(n)
t (x1, . . . , xn) = −

( n∑
i=1

V (xi)
)
k

(n)
t (x1, . . . , xn) (3.2)

+

n∑
i=1

∫
X

b(xi, y)k
(n)
t (x1, . . . , xi−1, y, xi+1, . . . , xn)m̄(dy),

and Wn is the operator of multiplication

Wnk
(n)
t (x1, . . . , xn) =

( n∑
i=1

W (xi)
)
k

(n)
t (x1, . . . , xn). (3.3)

Denote
Sn = L̂∗n −Wn. (3.4)

Then (3.1) is rewritten as

∂k
(n)
t

∂t
= Snk

(n)
t + f

(n)
t , n ≥ 1. (3.5)

Here f
(n)
t are functions on Xn defined for n ≥ 2 by

f
(n)
t (x1, . . . , xn) =

n∑
i=1

k
(n−1)
t (x1, . . . , x̌i, . . . , xn)

∑
j 6=i

b(xi, xj), (3.6)

and f
(1)
t ≡ 0. The notation x̌i means that this coordinate is excluded.

Note that the operator Sn = L̂∗n−Wn is similar to the n-particle Schrödinger
operator with the potential Wn taken with a minus sign.

Let Xn = B(Xn) be the Banach space of all measurable real-valued bounded
functions on Xn with the sup-norm. Consider the operator Sn as an operator
on the Banach space Xn for any n ≥ 1. Then it is a bounded linear operator
in Xn, and the arguments based on the variation of parameters formula yields
that

k
(n)
t = etSnk

(n)
0 +

t∫
0

e(t−s)Snf (n)
s ds, (3.7)
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where f
(n)
s is expressed through k

(n−1)
s by (3.6). Thus, the solution to the

Cauchy problem (3.1) in Xn with arbitrary initial values k
(n)
0 ∈ Xn exists and

is unique provided f
(n)
t is constructed recurrently via the solution to the same

Cauchy problem (3.1) for n− 1.
The goal of this paper is to prove the existence of a family of invariant mea-

sures for the contact processes that are out of critical regime. These measures
are described in terms of the corresponding correlation functions {k(n)}n≥0 as
solutions to the following system:

Snk
(n) + f (n) = 0, n ≥ 1, k(0) ≡ 1, (3.8)

where Sn, f
(n) were defined by (3.2)–(3.6). In the sequel, we say that k : Γ0 →

R solves the system (3.8) in the Banach spaces (Xn)n≥1 if the corresponding
k(n) ∈ Xn, n ≥ 1 solve (3.8).

The main result of the paper is the following theorem.

Theorem 3.1. Assume that all the above conditions (2.3)–(2.11) are fulfilled.
Then the following assertions hold.

(i) There exists a one-parameter set of probability measures µ% ∈ Mcorr(Γ)
on Γ depending on the parameter % > 0 such that the correlation functions
k% : Γ0 → R+ solve (3.8) in the Banach spaces (Xn)n≥1. Moreover, the following
bounds hold for all (x1, . . . , xn) ∈ Xn

k(n)
% (x1, . . . , xn) ≤ DHn(n!)2 with D =

∞∑
n=1

(%/H)n

(n!)2
(3.9)

where H is the same constant as in (2.10).

(ii) Let {k(n)
t }n≥1 be the solution to the Cauchy problem (3.1) with initial

data k0 = {k(n)
0 } corresponding to the Poisson measure π% with intensity %:

k
(0)
0 = 1, k

(n)
0 (x1, . . . , xn) = %n, n ≥ 1. (3.10)

Then
‖k(n)
t − k(n)

% ‖Xn
→ 0, t→∞, ∀n ≥ 1. (3.11)

The main strategy of the proof follows the same line as in [18]. However, in
the present paper we should modify the previous proof, considering the operator
Sn for any n as a sum of the “unperturbed” generator L̂∗n corresponding to the
contact process in the critical regime and the “perturbation” Wn.

Theorem 3.1 states that even in the “perturbed case”, when U(x) = V (x) +
W (x), the invariant measures exist, and consequently local positive fluctuations
W (x) of mortality (with respect to the level of mortality V (x) corresponding to
the critical regime) does not lead to the extinction.
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4. The proof of Theorem 3.1

The proof of the first statement of Theorem 3.1 we start with construction
of the first correlation function k(1) and then using the induction in n ∈ N we
obtain the solution {k(n)}n≥1 of the full system (3.8) recurrently.

For the first correlation function k(1) we get from (3.2), (3.4) and (3.8) the
following equation

−U(x)k(1)(x) +

∫
X

b(x, y)k(1)(y)m̄(dy) = 0, (4.1)

that can be written using the critical regime condition (2.8) as∫
X

b(x, y)
(
k(1)(y)− k(1)(x)

)
m̄(dy)−W (x)k(1)(x) = 0. (4.2)

To find a solution of (4.2) we first study the corresponding evolution problem:

∂ u

∂ t
= Lu−Wu, u(x, 0) = %, % > 0, (4.3)

where L is the generator (2.9) of the Markov jump process in X. Equation (4.3)
is a variant of a non-local heat equation with absorption. The solution of (4.3)
at time t is given by the Feynman-Kac formula

u%(x, t) = %Ex
[

exp
(
−

t∫
0

W (X(s))ds
)]
, (4.4)

see e.g. [22, Chapter III], [23, Chapter II]. Here X(t) is the trajectory of the
process with generator (2.9) starting at x.

It worth noting that the solution u%(x, t) to (4.3) is the same as the solution

k
(1)
t (x) of (3.1).

We define the stationary solution k(1) = k
(1)
% as the limit

k(1)
% (x) = lim

t→∞
u%(x, t) = %Ex

[
exp

(
−
∞∫

0

W (X(s))ds
)]
. (4.5)

We use the notation k
(1)
% to emphasize the dependence of the stationary solu-

tion on the parameter % > 0. It follows from condition (2.11) and the Jensen
inequality that the limit (4.5) exists and strictly positive:

% e−L ≤ %Ex
[

exp
(
−
∞∫

0

W (X(t))dt
)]
≤ %. (4.6)
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We denote this limit by

Φ%(x) = %Ex
[

exp
(
−
∞∫

0

W (X(t))dt
)]
. (4.7)

Thus formula (4.5) defines a positive bounded function k
(1)
% (x) = Φ%(x), and

S1Φ%(x) = (L̂∗1 −W1)Φ%(x) = 0.

Clearly k
(1)
% (x) is an element of X1 and it solves (4.2) (and (4.1)). We notice

that this function can be interpreted as the spatial density of particles of the
stationary distribution, and formulas (4.4)–(4.5) mean that

k
(1)
t (x) = etS1k

(1)
0 (x) = etS1% → Φ%(x) = k(1)

% (x).

Example. If X = Rd, d ≥ 3, and W ∈ C0(Rd), i.e. W has a compact support,
then formula (4.5) implies that k(1)(x)→ % as |x| → ∞.

Next we will construct a solution to the system (3.8) satisfying estimates
(3.9). Further we need the following lemma.

Lemma 4.1. The operators etL̂
∗
n and etSn , where L̂∗n and Sn were defined in

(3.2) and (3.4) correspondingly, are positive, i.e. it maps non-negative functions
to non-negative functions, and

etSnf ≤ etL̂
∗
nf (4.8)

for all f ≥ 0.

Proof. For the operator etL̂
∗
n see the proof in Lemma 4.1, [19]. We will prove

the lemma for etSn . The operator

Aik(n)(x1, . . . , xn) :=

∫
X

b(xi, y)k(n)(x1, . . . , xi−1, y, xi+1, . . . , xn)m̄(dy)

is positive and bounded on Xn for any 1 ≤ i ≤ n. Set

Sik(n)(x1, . . . , xn) =

∫
X

b(xi, y)k(n)(x1, . . . , xi−1, y, xi+1, . . . , xn)m̄(dy)

− U(xi)k
(n)(x1, . . . , xn).

(4.9)

Using the Trotter formula for the sum A+B of two bounded operators:

et(A+B) = lim
n→∞

(
e

tA
n e

tB
n

)n
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we conclude that

et S
i

f = lim
n→∞

(
et

Ai

n e−t
U
n

)n
f ≥ e−t Umax et A

i

f ≥ 0 (4.10)

for any non-negative function f . Here U is the operator of multiplication on the
positive bounded function U(x), and Umax = sup

x∈X
(V (x) +W (x)).

Representations (3.2), (3.3)–(3.4) yield

etSn = ⊗ni=1 e
t Si

.

Then taking into account that

⊗ni=1 e
−t Umax et A

i

(4.11)

is a positive operator, we get the desired conclusion.
Relation L̂∗n = Sn + Wn with Wn ≥ 0 immediately implies estimate (4.8).

2

As follows from (3.6), the function f (n) is the sum of functions of the form

fi,j(x1, . . . , xn) = k(n−1)(x1, . . . , x̌i, . . . , xn)b(xi, xj), i 6= j. (4.12)

We suppose by induction that

k(n−1)(x1, . . . , xn−1) ≤ Kn−1, for all (x1, . . . , xn−1) ∈ Xn−1, n ≥ 2,

where Kn = DCn(n!)2, and D,C are some constants. Consequently,

fi,j(x1, . . . , xn) ≤ Kn−1b(xi, xj), (x1, . . . , xn) ∈ Xn. (4.13)

Using (4.13), the positivity of the operator etSn and estimate (4.8) we have(
etSnfi,j

)
(x1, . . . , xn) ≤ Kn−1

(
etSnb(·i, ·j)

)
(x1, . . . , xn)

≤ Kn−1

(
etL̂
∗
nb(·i, ·j)

)
(x1, . . . , xn).

(4.14)

Denote

Lik(n)(x1, . . . , xn) =

∫
X

b(xi, y)k(n)(x1, . . . , xi−1, y, xi+1, . . . , xn)m̄(dy)

− V (xi)k
(n)(x1, . . . , xn).

(4.15)

Using the critical regime condition (2.8) we conclude that etL
i

11 = 11, ∀i =
1, . . . , n, where 11(x) ≡ 1. Thus we get(

etL̂
∗
nb(·i, ·j)

)
(x1, . . . , xn) =

(
et(L

i+Lj)b(·i, ·j)
)

(x1, . . . , xn). (4.16)
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Note that the latter function depends only on variables xi and xj .

Notice that etL̂
∗
nfi,j is integrable with respect to t on R+. Indeed, estimate

(4.12), condition (2.10) and the identity

etL̂
∗
nb(x, y) = Ex,yb(X(t), Y (t)) (4.17)

imply that ∫ ∞
0

etL̂
∗
nfi,j(x1, . . . , xn) dt ≤ Kn−1H, (4.18)

where H is the same constant as in (2.10). Define

v
(n)
i,j =

∫ ∞
0

etSnfi,j dt, (4.19)

then (4.14) and (4.18) yield

v
(n)
i,j ≤ Kn−1H. (4.20)

Starting from now, the proof of the main result completely repeats the rea-
soning given in the proof of Theorem 3.1 from [18]. We briefly present next
steps of the proof here for the reader’s convenience. Denote

v(n) =
∑
i 6=j

v
(n)
i,j =

∫ ∞
0

etSnf (n)dt, f (n) =
∑
i6=j

fi,j , (4.21)

where fi,j was defined by (4.12). Next we prove that function v(n) is a solution to
(3.8) in Xn. It is easily seen from (4.19) and induction procedure that v(n) ∈ Xn.
Since etSn is a strongly continuous semigroup we have

etSnf (n) = f (n) + Sn

∫ t

0

esSnf (n)ds. (4.22)

It was proved, see e.g. [18], that the following limit holds in Xn:

etL̂
∗
nf (n) → 0, t→∞. (4.23)

Consequently, using (4.8) we conclude that

etSnf (n) → 0, t→∞. (4.24)

A passage to the limit in (4.22) as t→∞ together with (4.24) shows that v(n)

defined in (4.21) can be taken as a solution k(n) to (3.8).
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Since the function f (n) is the sum of functions fi,j , i 6= j we deduce from
(4.19) that v(n) is bounded by n2Kn−1H. Thus we get the recurrence inequality

Kn ≤ n2Kn−1H, (4.25)

and by induction it follows that

Kn ≤ Hn (n!)2 k(1). (4.26)

Thus this solution k(n) = v(n) with v(n) defined in (4.21) satisfies estimate

v(n)(x1, . . . , xn) ≤ Hn (n!)2 k(1). (4.27)

Moreover for (4.7) being a solution to the system (3.8), any family of function
of the form

k(1)
% = Φ%, k(n)

% =

∞∫
0

etSnf (n) dt+ Υ(n)
% , n ≥ 2,

is a solution to the system (3.8), if Υ
(n)
% (x1, . . . , xn) is an arbitrary function such

that SnΥ
(n)
% = 0. Taking

Υ(n)
% (x1, . . . , xn) =

n∏
1

Φ%(xi)

we conclude that

k
(1)
% = Φ%,

k
(n)
% =

∞∫
0

etSnf (n)dt+
n∏
1

Φ%(xi) = v(n) +
n∏
1

Φ%(xi), n ≥ 2,
(4.28)

is the desired solution to the stationary problem (3.8) in the Banach spaces
(Xn)n≥1. To emphasize the dependence of f (n) on % (see (4.12)), we will use

further notation f
(n)
% for f (n).

It follows from estimate (4.6) and formula (4.28) that for {k(n)
% }n≥1 the

following recurrence inequality holds

Kn ≤ n2Kn−1H + %n. (4.29)

Taking Ln = Kn

Hn(n!)2 we get from (4.29)

Ln ≤ Ln−1 +
%n

Hn(n!)2
≤ D ∀ n = 1, 2, . . . ; L0 = 0.
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This yields

Kn ≤ DHn(n!)2 with D =

∞∑
n=1

(%/H)n

(n!)2
. (4.30)

To be certain that the constructed system {k(n)
% }n≥1 is a system of corre-

lation functions, i.e. it corresponds to a probability measure µ% on the config-

uration space Γ, we will prove below that {k(n)
% }n≥1 can be constructed as the

limit when t → ∞ of the system of correlation functions {k(n)
t }n≥1 associated

with the solution to the Cauchy problem (3.1) with the initial data (3.10).
We recall that by the variation of parameters formula we have relation (3.7)

for the solution to the Cauchy problem (3.1). On the other hand, we proved

above the existence of the solution {k(n)
% }n≥1 of the stationary problem:

Snk
(n)
% = −f (n)

% , (4.31)

with

f (n)
% (x1, . . . , xn) =

∑
i,j: i 6=j

k(n−1)
% (x1, . . . , x̌i, . . . , xn) b(xi, xj).

This solution is given by formula (4.28), and (4.31) implies the following relation

(
etSn − 1

)
k(n)
% = −

t∫
0

d

ds
e(t−s)Snk(n)

% ds = −
t∫

0

e(t−s)Snf (n)
% ds. (4.32)

Therefore from (3.7) and (4.32) we obtain

k
(n)
t − k(n)

% = etSn(k
(n)
0 − k(n)

% ) +

t∫
0

e(t−s)Sn(f (n)
s − f (n)

% ) ds. (4.33)

We will prove now that both terms in the right-hand side of (4.33) converge to
0 in the norm of Xn as t→∞.

Formula (4.28) and equality Sn
n∏
1

Φ%(xi) = 0 yield

etSn
(
k

(n)
0 − k(n)

%

)
= −etSnv(n) +

(
etSnk

(n)
0 −

n∏
1

Φ%(xi)
)
. (4.34)

The second term in (4.34) tends to 0 as t→∞ because by (4.7) we get

etS1k
(1)
0 (x) = etS1%→ Φ%(x),
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and k
(n)
0 (x1, . . . , xn) =

n∏
1
k

(1)
0 (xi) = %n (see (3.10)). According (4.21) the first

term in the r.h.s. of (4.34) can be rewritten as

etSn v(n) =

∫ ∞
0

e(t+s)Snf (n)
% ds =

∫ ∞
t

erSnf (n)
% dr ≤

∫ ∞
t

erL̂
∗
nf (n)
% dr.

Due to the structure (4.12) of the function f
(n)
% and the uniform convergence of

the integral in (2.10) we conclude that

||etSn v(n)||Xn → 0, t→∞. (4.35)

The second term in the r.h.s. of (4.33) also tends to 0, and it can be proved in
the same way as in our previous works, see e.g. [9].

Thus we proved the strong convergence (3.11), and the proof of the second
part of Theorem 3.1 is completed.

Now we go back to the first part of the Theorem 3.1, and the final step of the

proof is to show that the system of correlation functions {k(n)
% }n≥1 corresponds

to a probability measure µ% on the configuration space Γ. For this we have

constructed above k
(n)
% as the limit when t→∞ of solution k

(n)
t of the Cauchy

problem (3.1) with initial data (3.10):

k(n)
% = lim

t→∞
k

(n)
t . (4.36)

Then one can prove that solution k
(n)
t of the Cauchy problem satisfies the Lenard

positivity and the moment growth conditions, see [12]- [13]. The detailed proof
of this fact can be found in [7]. Finally, these conditions imply that for any % > 0
there exists a unique probability measure µ% ∈ Mcorr(Γ), whose correlation

functions are {k(n)
% }n≥1. This complets the proof of Theorem 3.1.
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1. Introduction. The model

We study a particular class of finite-difference operators Hε = ε∆ + V ,
usually called lattice Schrödinger operators, acting in the Hilbert space H =
`2(Z): (

Hε(θ)f
)
(x) =

(
ε∆f

)
(x) + V (x, θ)f(x), x ∈ Z, ε > 0,(

∆f
)
(x) =

∑
y: |y−x|=1

f(y) . (1.1)
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Here, θ is an element of an auxiliary parameter space Θ endowed with the
structure of a probability space (Θ,BΘ,PΘ) where

Θ =×
n≥1

Tn−1

×
k=0

[0, 1] , Tn = 2n , (1.2)

BΘ is the cylinder sigma-algebra, and PΘ is the product measure generated by
the Lebesgue measures on the Cartesian factors [0, 1]. We restrict our analysis
to the dimension d = 1 only to make some notations and arguments shorter, but
as the reader will see, our techniques apply to the lattice Zd of any dimension
d ≥ 1.

Below we often use a fairly standard notation Ja, bK := [a, b] ∩ Z.
The potentials V (x, θ) have the form

V (x, θ) =
∑
n≥1

an
∑

k∈J0,Tn−1K

θn,k χn,k(x) , an = e−n
2

,

χn,k(x) :=
∑
l∈Z

1k+lTn(x) = χn,k(x+ Tn) .
(1.3)

Equivalently, we can write

V (x, θ) =
∑
n≥1

an θn, [x]n
, [x]n := x mod Tn. (1.4)

It is to be stressed that, as in our earlier works [3–5], using the parameter
space Θ, equipped with the structure of a probability space for convenience, does
not change the nature of the potential which remains limit-periodic. Moreover,
if the introduction of the space (Θ,BΘ,PΘ) ever rendered the potential V more
stochastic, so that the standard techniques of “random” operators could apply
and prove localization with no difficulty, the resulting localization could never
be uniform.

Our analysis is perturbative, and it requires the amplitude ε > 0 of the
kinetic energy operator ∆ to be small.

Historically, the linear variant of the Kolmogorov–Arnold–Moser (KAM)
approach to the Anderson localization pre-dates the multi-scale analysis (MSA)
and the fractional-moments method (FMM) which became quite popular in the
spectral theory of random operators; see [2] where the eigenbasis of a quasi-
periodic Hamiltonian was constructed recursively, by unitary transformations.

A direct application of the MSA and FMM techniques, efficiently used for
the ergodic potentials with a fully developed randomness, to almost-periodic
operators where the randomness is severely restricted, stumbles on the problem
of assessing the regularity of the probability distribution of the random eigen-
values. The KAM-type approach alone does not completely solve this hard
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technical problem, which explains why KAM analysis presented in [5] was sub-
stantially more elaborate than in [2]. Exploiting an idea proposed originally
in [11], we worked in [5] with a sequence of approximate eigenbases which are
only approximately orthogonal, with accuracy rapidly improving in the course
of the inductive procedure.

In the present paper, we assess the regularity of the random approximate
eigenvalues (AEV) appearing in the KAM inductive scheme in a new way, with
the help of the correlation inequalities generalizing the well-known Minami es-
timate [10]. This results in a considerable simplification of the KAM inductive
procedure as compared to the one used in [5].

Specifically, we address the problem of regularity of joint probability mea-
sures of a finite family of eigenvalues λ1(ω), . . . λK(ω), K ≥ 1, numbered in
some measurable way. The original Minami estimate [10] for K = 2 eigenvalues
was extended to any K ≥ 2 in [1, 8] and refined in several subsequent works.
A particularity of the aforementioned works consists in the fact that the regu-
larity of the the two-point correlation measure, depending of course upon the
regularity of the IID random potential, was proved for the squares I × I ⊂ R
and not for arbitrary rectangles I1 × I2. It is to be noted that a weaker result
was proved in [7] for rectangles I1 × I2, assuming the random potential is IID
with continuity modulus g(·) of the common marginal measure:

E
[ (

tr PΛ
I1 (H(ω))

)
tr PΛ

I2 (H(ω))−min
[
tr PΛ

I1 (H(ω)) , tr PΛ
I2 (H(ω))

] ]
≤ 2 |Λ|2gΛ(|I1|) gΛ(|I2|) , (1.5)

while a more efficient estimate

E
[ (

tr PΛ
I1(H(ω))

)
tr PΛ

I2(H(ω))
]
≤ |Λ|2gΛ(|I1|) gΛ(|I2|) (1.6)

was proved only in the case where I1 ⊂ I2. See further references in [7].
A different situation was studied in [9] where I1 and I2 were assumed to be

disjoint. Nevertheless, the general case where the positions of the intervals I1
and I2 can be arbitrary is known to be more difficult.

In this, relatively short paper we do not discuss prior papers on the uniform
localization of eigenfunctions nor on limit-periodic Schrödinger operators.

1.1. Main results

The results on localization in our model are as follows.

Theorem 1. Consider the parametric family of limit-periodic lattice Schrödin-
ger operators defined in (1.1). There exists ε∗ ∈ (0,+∞) such that, for any
ε ∈ (0, ε∗), there exists a subset Θ∞(ε) ⊂ Θ with PΘ {Θ∞(ε) } ↑ 1 as ε ↓ 0 such
that, for all θ ∈ Θ∞(ε), the following holds true.

(A) Hε(θ) has pure point spectrum.
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(B) For every x ∈ Z, there is exactly one eigenfunction y 7→ ϕx(y, θ) such that

|ϕx(x, θ)|2 > 1

2
,

i.e., ϕx is unimodal with the “localization center” x, and so there is a
natural bijection between the elements of the eigenbasis {ϕx(· , θ)} and the
lattice Z.

(C) ϕx feature a uniform exponential decay away from their localization centers:

∀ y ∈ Z |ϕx(y, θ)| ≤ e−m|y−x|, m = m(ε) −→
ε→0

+∞. (1.7)

(D) The spectrum of Hε(θ) is simple.

In Section 7, we prove explicit lower bounds (2.16) on the spacings |λx(θ)
−λy(θ)|.

Theorem 2. Let K ∈ N \ { 0 } and X = {x1 , . . . , xK } ⊂ ZK with x1 <
x2 · · · < xK . Under the assumptions and with notations of Theorem 1, for
any bounded intervals I1, . . . , IK ⊂ R, the following bound holds for some
c ∈ (0,+∞):

PΘ { ∀ k ∈ J1,KK λxk(θ) ∈ Ik } ≤ ecK ln2(diam(X ))
∏

1≤k≤K

|Ik| . (1.8)

2. The inductive hypotheses

For each N ≥ 1, consider an approximant of the potential x 7→ V (x, θ),

VN (x, θ) =
∑

1≤n≤N

an
∑

1≤k≤Kn

θn,k χn,k(ω),

and the truncated Hamiltonian H
(N)
ε := ε∆ + VN . Observe that

‖V − VN‖∞ ≤
∑

n≥N+1

e−n
2

<
1

2
e−NaN . (2.1)

It is important that the right-hand side of (2.1) is much smaller than the am-
plitude aN of the distribution of random coefficients aNθN,k, 0 ≤ k < TN . This
is why an have to decay faster that exponentially.

Consider a formal parameter vector t = (tz)z∈Z and introduce a parametric
family of the potentials

x 7→Ṽ (x, ·; t) := V (x, ·) +
∑
z∈Z

tz 1z(x) (2.2)
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To prove the crucial measure-theoretic bounds on the small denominators ap-
pearing in the KAM induction, we shall establish derivability of various objects
appearing in our inductive scheme, starting with the spacings sjxy = λjx−λjy be-

tween the approximate eigenvalues (AEV) λj• constructed on each induction step
j. Moreover, we shall prove some explicit bounds on the respective derivatives
∂tz (·) = ∂(·)/∂tz.

As in [5], it is convenient to use the norms defined for the functions on Z
and for the matrices Ax,y with entries indexed by x, y ∈ Z (cf. [2]): with m > 0
fixed, let

|||f |||x =
∑
y∈Z

em|y−x|
∣∣f(y)

∣∣, x ∈ Z, (2.3)

|||A||| = sup
x∈Z

∑
y∈Z

em|y−x|
∣∣Axy∣∣. (2.4)

Note that with m = 0, ||| · |||x is the conventional norm in `2(Z), but for any
m > 0, |||f |||x < +∞ implies an exponential decay of f .

Introduce an integer sequence (Lj)j∈N (the length scales) given by

Lj := L0q
j q =

3

2
, (2.5)

and let

ñi :=

⌈
5 ln Li

ln 2

⌉
=

⌈
5i ln q

ln 2

⌉
, i ≥ 0, hence 2ñi ≥ L5

i . (2.6)

Introduce also the sequences (εj)j∈N , (δj)j∈N , (βj)j∈N of the form

εj = (ε0)q
j

, ε0(ε) := ε1/4 , (2.7)

δj = añjβj , βj = e−ñj . (2.8)

Below we often use for brevity the notations like “εb
±

i ” as shortcuts for

“εb±ci with c > 0 that can be chosen (before the induction starts) as small as
necessary or convenient”.

It is readily seen that, for any fixed A > 0,

δAj = e−A ñ
2
j (1+ñ−1

j ) = e−AC(1+o(1)) ln2(Lj) =
(
ε
Lj/L0

0

)0+

= ε0
+

j ,

where o (1) is relative to j → +∞. In particular, for k = 1, 2, one has

δ−kj ε1
+

j ≤ ε1
+

j . (2.9)
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The relation (2.9) will be used on a number of occasions. One can take 1 ≤
k ≤ K with any K ∈ N, but then ε would have to be chosen smaller than some
ε∗(K).

In some situations where b > 0 can be arbitrarily large, e.g., b = k =
the induction step number, we write “ b 1− ” to distinguish between an additive
“loss” in the value b, viz. b  b − c with 0 < c � 1, and a multiplicative one,
b b(1− c) = b− bc, where bc may or might be large despite a small value of c.

Inductive hypothesis K(Lj): For all 0 ≤ i ≤ j, there exists a measurable

subset Θ̃i ⊂ Θ with PΘ
{

Θ̃i
}
≥ 1− β1/2

i such that for all θ ∈ Θj := ∩ji=0Θ̃i the
following objects are well-defined:

(K1) The matrices Hi(θ), Λi(θ), Ki(θ) with entries indexed by (x, y) ∈ Z2 and
such that Hi(θ) = Λi(θ) + Ki(θ). Here Λi(θ) is diagonal,

Λiyx(θ) = λ0
x(θ) δyx , (2.10)

and Ki(θ) is off-diagonal: for all x ∈ Z, Ki
xx(θ) = 0.

Uniformly in θ ∈ Θi, the following conditions are fulfilled:

(K2) The matrices Mi = Mi(θ),M i = M i(θ) satisfying the identities

M i =

i∏
l=1

eMl

:= eMi

· · · eM1

,

Hi = AdM i [Hε] = (M i)−1Hε M i = Λi + Ki ,

(2.11)

admit the norm bounds

|||Ki(θ)|||x ≤ ε
1+

i , |||Mi(θ)|||x ≤ ε
1+

i , (2.12)

|||M i − 1 ||| ≤ e
∑i
l=1 εl

∑
1≤l≤i

εl . (2.13)

(K3) For i = 0, one has
λ0
x(θ) = V (x, θ) ,

K0
yx(θ) = ε

∑
y: |y−x|=1

1{y} .
(2.14)

(K4) There exist C > 0 and a function ĵ : Z×Z→ N such that, for all x, y ∈ Z
with 1 ≤ |y − x| ≤ L2

i

si(x, y; θ) := |λix(θ)− λiy(θ)| ≥ 4δi . (2.15)

Moreover, there exist some C,C1 ∈ (0,+∞) such that

∀ j ≥ C1 ln |x− y|
∣∣sj(x, y; θ)

∣∣ ≥ e−C ln4 |x−y| . (2.16)



Uniform localization and Minami estimates in limit-periodic media 555

(K5) For all 0 ≤ i ≤ j − 1, one has

sup
x
|λi+1
x (θ)− λix(θ)| ≤ ε2

+

i . (2.17)

(K6) For all 0 ≤ i ≤ j − 1, one has:

sup
z

sup
x

∣∣∂tzλjx(θ)
∣∣ ≤ 1 +

∑
0≤i≤j

εj , (2.18)

sup
z

sup
x6=y

∣∣∂tzKj
xy(θ)

∣∣ ≤ ε1+

j . (2.19)

For brevity, the θ-dependence of various objects, e.g., Ki, Mi, siyx , will often
be dropped from notation.

3. The base of induction

The Hamiltonian Hε is a second-order lattice Schrödinger operator on Z, so
its matrix in the standard delta-basis has the structure Hε = K0 + Λ0, with K0

and Λ0 described above (cf. (2.14)).
From this point on, we assume that 0 < ε ≤ 1

4 , and set

m(ε) := ln ε−1/C −→
ε→0

+∞ ,

Recall that we have introduced in (2.7) the sequence εi = εq
i

0 , q = 3/2, i ≥ 0.
Further, recalling Lj = L0q

j , let

ñj+1 :=

⌈
5 ln Lj+1

ln 2

⌉
(3.1)

so that 2ñj+1 ≥ L5
j+1.

Among the implicit exponents, like in εb
+

j etc., the one figuring in (2.15)
is quite important, so we denote it by υ to make explicit some preliminary
calculations. Assume that

ε ≤ e−8υ−1ñ2

= e−8υ−1 ln4(L0) ,

then (cf. (2.8))

δ0(ε) = e−ñ
2(L0)−ñ(L0) ≥ 1

5
e−2ñ2

≥ 1

5
ευ/4 =

1

5
ευ0 (ε) .

We have

|||K0||| = ε
∑

y: |y|=1

em|y| = 2em ε = 2dε1/2 · emε1/2 ≤ 1 · ε−1/4+1/2 = ε1/4.

(3.2)
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Taking ε > 0 small enough, one can have both an arbitrary small ε0 > 0 and an
arbitrarily large decay exponent m > 0.

To perform the first induction step (cf. (4.1) in Section 4), we need some
bounds on the spectral spacings

s0
yx := λ0

x − λ0
y . (3.3)

We defer this task to Section 4.3, assuming the bound (2.15), and focus now on
the functional analytic arguments.

4. The first induction step

4.1. Norm estimates

Assuming that |λ0
x(ω, θ) − λ0

x−1(ω, θ)| ≥ δ0, for any θ ∈ Θ0 with Θ0 yet to
be constructed, the matrix M1(θ) with the only nonzero entries

M1
x−1,x(ω, θ) =

K0
x−1,x(ω, θ)

λ0
x(ω, θ)− λ0

x−1(ω, θ)
(4.1)

is well-defined and admits the norm-bound

|||M1||| ≤ δ−1
0 |||K0||| ≤ δ−1

0 ε1
+

0 ≤ ε1
+

0 . (4.2)

Let K 1 := AdM1

[
Λ0
]

+ AdM1

[
K0
]
− Λ0. Since

[
Λ0,M1

]
= −K0, we get

K 1 =
∑
k≥1

1

k!
adkM1

[
Λ0
]

+
∑
k≥0

1

k!
adkM1

N

[
K0
]

=
∑
k≥1

1

k!
adk−1

M1

[[
Λ0,M1

]]
+
∑
l≥1

1

(l − 1)!
adl−1

M1

[
K0
]

=
∑
k≥1

kk adkM1

[
K0
]
, kk := (k − 1)/k! ≤ 1

(k − 1)!
.

(4.3)

Now, define the operators Λ1 and K1 by their matrix elements:

Λ1
yx := Λ0

yx + δyxK
1
xx ,

K1
yx := (1− δyx)K 1

yx ,
(4.4)

so that
AdM1 [Hε] = Λ1 + K1 ,

max
[
‖Λ1 − Λ0‖ , |||K1|||

]
≤ |||K 1||| ,

(4.5)

where
|||K 1||| ≤

∑
k≥1

kk||| adM1 [K0]||| ≤ |||K0|||
∑
k≥1

2kkk|||M1|||k

= 2|||K0||| |||M1||| e2|||M1||| ≤ 4|||K0||| |||M1||| .
(4.6)
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Since |||M1||| ≤ ε1+

0 (cf. (4.1)), we have

|||K 1||| ≤ 4δ−1
0 |||K0|||2 ≤ ε2

+

0 , (4.7)

whence

sup
x
|||K1(θ)||| ≤ ε2

+

0 (4.8)

sup
x

∣∣λ1
x(θ)− λ0

x(θ)
∣∣ ≤ ‖Λ0 − Λ1‖ ≤ ε2

+

0 . (4.9)

In particular, that, for any y 6= x, one has∣∣λ1
x(, θ)− λ1

y(θ)
∣∣ ≥ ∣∣λ0

x(θ)− λ0
y(θ)

∣∣− ε2−0 , (4.10)

so for all pairs (x, y) obeying
∣∣λ0
x(θ)− λ0

y(θ)
∣∣ ≥ 4δ0,∣∣λ1

x(θ)− λ1
y(θ)

∣∣ ≥ 4δ0 − ε2
−

0 ≥ 4δ0
(
1− ε2

−

0

)
. (4.11)

The matrix with column-vectors ϕjx(θ) given by those of the transformed basis
is

Φ1 = eM1

= 1 +
∑
k≥1

1

k!
(M1)k , (4.12)

thus letting Φ0 = 1, one has

|||Φ1 − Φ0||| ≤
∑
k≥1

1

k!
|||M1|||k ≤ |||M1|||e|||M

1||| ≤ 2|||M1||| ≤ 2δ−1
0 ε1

+

0 ≤ ε1
+

0 , (4.13)

yielding the perturbation bounds on the basis vectors

sup
x
|||ϕjx(θ)− ϕ0

x(θ)|||x ≤ ε
1+

0 . (4.14)

4.2. Parametric smoothness estimates

Consider a formal parameter vector t = (tz)z∈Z and introduce a parametric
family of the potentials

x 7→Ṽ (x, ·; t) := V (x, ·) +
∑
z∈Z

tz 1z(x) (4.15)

Now we shall establish derivability of various objects appearing in our inductive
scheme and prove uniform bounds on their derivatives ∂tz (·) = ∂(·)/∂tz. We
start with the AEV λ0

x(·); it is readily seen that

∂tzλ
0
x(·) = ∂tz Ṽ (x, ·; t) = δxz . (4.16)
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Recalling s0
yx =

(
λ0
x − λ0

y

)−1
, we have M1

yx = K0
yx syx, thus

∂tzK
0 = ∂tz (ε∆) = 0, (4.17)

∂tzM
1
yx = ∂tz

(
εK0

yxsyx
)

= εK0
yx 1z∈{ x,y }

(
∂tzλ

0
x − ∂tzλ0

y

)
(s0
yx)2. (4.18)

Using the recursion in k ≥ 1,

∂tz adkM1 [K0] = ∂tz (adk−1
M1 [K0]M1)− ∂tz (M1 adk−1

M1 [K0]) , (4.19)

the iterated commutator adkM1 [K0] is expanded in the sum of 2k products of the
form Y(k) = Y1 · · ·Yk+1 where one of the factors Yi is K0, with ∂tzK

0 = 0, and
k factors are equal to M1. For example,

ad2
M1 [K0] = [K0,M1]M1 −M1[K0,M1]

= K0M1M1 −M1K0M1 −M1K0M1 + M1M1K0 .

Expanding by Leibniz rule the derivative ∂tzY
(k) of one of these products Y(k),

we get k + 1 new products; each of them differs from Y(k) in exactly one
position i ∈ { 1, 2, . . . , k + 1 } where Yi is replaced with ∂tzYi. The product
with ∂tzK

0 vanishes, so we have k (possibly) nonzero products of the form
Z(k) = Z1 · · ·Zk+1 where exactly one factor Zi = ∂tzYi, and for all the other

positions l 6= i, Zl = Yl . Since δ0 = (ε0)0+

, we have:

|||Zl||| ≤
{
δ−1
0 ε1

+

0 ≤ ε1
+

0 , if Zl = Yl ,

δ−2
0 ε1

+

0 ≤ ε1
+

0 , if Zl = ∂tzYl .
(4.20)

Since ∂tz adkM1 [K0] is the sum of k 2k products of the form Z(k), we conclude
that

|||∂tz adkM1 [K0]||| ≤ ε1
+

0 · (ε1
+

0 )k ≤ ε(k+1) 1+

0 . (4.21)

By convergence of the series∑
k≥1

kk
∣∣∣∣∣∣∂tz adkM1 [K0]

∣∣∣∣∣∣ ≤∑
k≥1

1

(k − 1)!
k2kε

(k+1) 1+

0 ≤ ε2
+

0 , (4.22)

the derivative ∂tzK
1 exists, and one has

|||∂tzK 1||| ≤ ε2
+

0 . (4.23)

This implies the ∂tz -derivability of Λ1 = Λ0 +
(
Λ1 − Λ0

)
, with

sup
z
|||∂tz

(
Λ1(· , · )− Λ0(· , · )

)
||| ≤ ε2

+

0 . (4.24)



Uniform localization and Minami estimates in limit-periodic media 559

Hence, by
∣∣∂tzλ1

x

∣∣ ≤ ∣∣λ0
x

∣∣+
∣∣∂tz (λ1

x − λ0
x)
∣∣,

sup
z

∣∣∂tzλ1
z(· , · )

∣∣ ≤ 1 + ε2
+

0 ,

sup
z

sup
x 6=z

∣∣∂tzλ1
x(· , · )

∣∣ ≤ 0 + ε2
+

0 = ε2
+

0 .
(4.25)

It is readily seen that the bound (4.24), efficient for x = z, can be substantially
improved for |x− z| ≥ 1, particularly when r := |x− z| � 1.

First, assume that r = |x− z| ≥ 2; the remaining case r = 1 is simpler and

will be treated a bit later. Consider the diagonal matrix elements (adkM1 [K0])xx
contributing to λ1

x−λ0
x. Fix some x ∈ Z, pick a product Z(k) = Z1 · · ·Zk+1 and

expand the derivatives of its diagonal matrix elements as follows:

∂tzZ
(k)
xx =

∑
γ=(x0, x1, ..., xk+1)

Z̃(γ) , Z̃(γ) = Z̃1(γ) · · · Z̃k+1(γ), (4.26)

Z̃i(γ) ∈ {K0
xi−1, xi , ∂tzM

1
xi−1, xi} (recall ∂tzK

0 = 0) , (4.27)∣∣∣Z̃i(γ)
∣∣∣ ≤ max

[
sup
y 6=x

∣∣K0
yx

∣∣ , ∣∣∂tzM1
yx

∣∣ ] (4.28)

≤ 2 sup
u

∣∣∂tzλ0
u

∣∣ δ−2
0 ε1

+

0 ≤ ε1
+

0 , (cf. (4.18)) (4.29)

where γ = (x0 , x1 , . . . , xk+1), with x0 = xk+1 = x, is a path over the edges
of the graph Z, because (Zi)xi−1, xi = 0 unless |xi − xi−1| = 1. Clearly, any

product Z̃(γ) containing a factor of the form (cf. (4.18))

∂tzM
1
xi−1, xi = 1z∈{ xi−1, xi } · εK

0
xi−1, xi

(
∂tzλ

0
xi − ∂tzλ

0
xi−1

)
(s0
xixi−1

)2 (4.30)

vanishes, if z 6∈ {xi−1, xi }. Therefore, if γ 63 z, then Z̃(γ) = 0. We conclude
that, for any x with r = |x− z| ≥ 2, the nonzero contributions to ∂tzλ

1
x =

∂tz (λ
1
x − λ0

x) are made only by the paths γ 3 z, thus containing at least two
sub-paths of length at least r each: the one starting at x and arriving at z for
the first time, and another one leaving z for the last time and coming back to
x. Let |γ| := k + 1 = the path’s length (the number of steps). Then any path
γ providing a nonzero contribution has length |γ| ≥ 2r = 2 |x− z|, and so by

(4.28), one has
∣∣∣Z̃1 · · · Z̃k+1

∣∣∣ ≤ ε2r 1+

0 . The convergence of the series∑
k=2r≥2

k
(
(k − 1)!

)−1 · k2k
(
ε1

+

0

)k ≤ ε2r 1+

0

implies that, for x such that |x− z| ≥ 2, one has∣∣∂tzλ1
x

∣∣ =
∣∣∂tz( adkM1 [K0]

)
xx

∣∣ ≤ ε2|x−z| 1+

0 , (4.31)
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Now let |x− z| = 1. Here, the main contribution to ∂tz
(
λ1
x − λ0

x

)
is due to

∂tz (adM1 [K0])xx =
(
∂tz (K

0M1)− ∂tz (M1K0)
)
xx

= (K0∂tzM
1))xx −

(
(∂tzM

1)K0
)
xx

= K0
xz ∂tzM

1
zx − (∂tzM

1
xz) K0

zx

and the bounds on
∣∣K0

xz

∣∣ and
∣∣∂tzM1

xz

∣∣ used above show that, in the case r =

|x− z| = 1, the bound of the form (4.31) still applies:
∣∣∂tzλ1

x

∣∣ ≤ ε2|x−z| 1+

0 , thus

∀ z ∈ Z ∀x 6= z
∣∣∂tzλ1

x

∣∣ ≤ ε2r 1+

0 ≡ ε2|x−z| 1
+

0 ≤ e−2+m̂|x−z| ,

m̂ = m̂(ε0) := 4 ln1/2 ε−1
0 . (4.32)

For any 0 < a < â(ε0) := 2 ln(ε−1
0 ),∑

x 6=z

ea |x−z|
∣∣∂tzλ1

x

∣∣ ≤ 2
∑
r≥1

e−(â(ε0)−a) |x−z| ≤ 2e−(â(ε0)−a)

1− e−(â(ε0)−a)
. (4.33)

Assuming, for example, that a ∈ (0, â(ε0)], one obtains a simpler bound∑
x 6=z

ea |x−z|
∣∣∂tzλ1

x

∣∣ ≤ 4e−
1
2 â(ε0) = 4e−

1
2 ln(ε−1

0 ) = 4ε
1/2
0 . (4.34)

The roles of z and x can be exchanged, since the above bounds depend only on
|z − x| = |x− z|, thus

sup
z∈Z

∑
x 6=z

ea |x−z|
∣∣∂tz (λ1

x − λ0
x

)∣∣ ≤ 4ε
1/2
0 ,

sup
x∈Z

∑
z 6=x

ea |x−z|
∣∣∂tz (λ1

x − λ0
x

)∣∣ ≤ 4ε
1/2
0 .

(4.35)

It is to be stressed that the above estimates hold under the condition

inf
x

∣∣s0
x,x−1

∣∣ = inf
x

∣∣λ0
x − λ0

x−1

∣∣ = inf
x
|V (x, θ)− V (x− 1, θ)| ≥ δ0 , (4.36)

so we turn now to assessing the probability of the subset of Θ on which the
above condition holds true.

4.3. Measure-theoretic estimates for the spacings s0•

Recalling that the integer ñ0 was defined in (2.6), decompose s0
x(θ) as follows:

s0
x(θ) = λ0

x(θ)− λ0
x−1(θ) = V (x, θ)− V (x− 1, θ)

= vñ0
(x, θ)− vñ0

(x− 1, θ) + rñ0
(θ) ,

rñ0(θ) =
∑
n>ñ0

an
((
θn([x]n)− θn([x− 1]n)

))
.

(4.37)
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Note that
|rñ0

(θ)| ≤ 2
∑
n>ñ0

an ≤ e−ñ0 añ0
, (4.38)

and focus now on Vñ0
(x, θ) and Vñ0

(x−1, θ). Let BΘ
<ñ0

(x) ⊂ BΘ be the sigma-
algebra generated by

{ θn([x]n), n ∈ J1, ñ0 − 1K ; θn([y]n), y ∈ J0, 2n − 1K \ {x }, n ∈ J1, ñ0K } ,
(4.39)

so that we have a decomposition

vñ0
(x, θ)− vñ0

(x− 1, θ) = ξñ0
+ ζñ0

(θ) ,

ξñ0
(θ) := añ0

θñ0
([x]ñ0

).
(4.40)

Here, ζñ0
is BΘ

<ñ0
-measurable, and ξñ0

(θ) has the uniform distribution Unif([0,
añ0 ]). Consider the event

Θ0
x := { |ξñ0

+ ζñ0
| ≤ 5δ0 } ⊂ Θ (4.41)

and assess its probability using conditioning on BΘ
<ñ0

(x):

PΘ
{

Θ0
x

}
= EΘ

[
PΘ
{
|ζñ0

+ ζñ0
| ≤ 5δ0

∣∣BΘ
<ñ0

} ]
(4.42)

Conditional on BΘ
<ñ0

, the sum ξñ0
+ ζñ0

has the probability density admitting
the same bound as ξñ0 ∼ Unif([0, añ0 ]), thus

PΘ
{

Θ0
x

}
≤ 5a−1

ñ0
δ0 = 10a−1

ñ0
· βñ0añ0 = 10βñ0

(4.43)

PΘ is translation-invariant and x 7→ vñ0(x, θ)is 2ñ0-periodic, thus, setting

Θ0 = Θ \
⋃
x∈Z

Θ0
x (4.44)

we get an upper bound

1− PΘ
{

Θ0
}
≤

⋃
x∈J0,2ñ0−1K

Θ0
x ≤ 10e−ñ0 = e−

1
2 ñ0 ≤ β1/2

0 .
(4.45)

The above bounds have been proved for the AEV relative to the truncated
potential VN , but making use to (4.37) and (4.38), we infer for the full, non-
truncated potential V a slightly weaker but satisfactory bound:

∀ θ ∈ Θ0 ∀x ∈ Z
∣∣s0
x,x−1

∣∣ ≥ 5δ0 − o (δ0) ≥ 4δ0 . (4.46)

Finally, note that, since ζñ0
and ξñ0

are BΘ
≤ñ0

-measurable, so is Θ0.
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4.4. Conclusion

We have shown that there exists a set Θ0 ∈ BΘ
≤ñ0

such that

PΘ
{

Θ0
}
≥ 1− β1/2

0 ,

∀ θ ∈ Θ0 ∀x ∈ Z
∣∣s0
x,x−1(θ)

∣∣ ≥ 4δ0 .
(4.47)

5. General induction step

Assume the inductive hypotheses K1 – K5 of a step j ≥ 1.

5.1. The orthogonal rotation generator Mj+1

By the hypothesis K4,

inf
θ∈Θj

inf
1≤|x−y|≤L2

j+1

∣∣λjx(θ)− λjy(θ)
∣∣ ≥ 4δj (5.1)

and |||Kj ||| ≤ ε1+

j . Thus, for all θ ∈ Θ(j), the operator Mj+1(θ) with the matrix

Mj+1
yx (θ) =

{
Kjyx(θ)

λjx(θ)−λjy(θ)
, if 1 ≤ |x− y| ≤ Lj and Kj

yx 6= 0;

0, otherwise,
(5.2)

is well-defined and admits the bound

|||Mj+1(θ)||| ≤ δ−1
j |||K

j(θ)||| ≤ δ−1
j ε1

+

j ≤ ε1
+

j , (5.3)

so the operators e±Mj+1

are well-defined and unitary, as Mj+1 is anti-symmetric.

5.2. Transformation of the basis. The new AEV

Let K j+1 := AdMj+1

[
Λj
]

+ AdMj+1

[
Kj
]
− Λj . By

[
Λj ,Mj+1

]
= −Kj , we

get

K j+1 =
∑
k≥1

1

k!
adkMj+1

[
Λj
]

+
∑
k≥0

1

k!
adk

Mj+1
N

[
Kj
]

=
∑
k≥1

1

k!
adk−1

Mj+1

[[
Λj ,Mj

]]
+
∑
l≥1

1

(l − 1)!
adl−1

Mj+1

[
Kj
]

=
∑
k≥1

kk adkMj+1

[
Kj
]
, (5.4)

kk :=
k − 1

k!
≤ 1

(k − 1)!
.
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Therefore, we come to a new decomposition of the Hamiltonian:

AdMj+1 [Hj ] = Λi+1 + Kj+1 =: Hj+1 ,

Λi+1
yx := δyxλ

j+1
x ,

λj+1
x := λjx + K j+1

xx , (5.5)

Kj+1
yx := (1− δyx)K j+1

yx .

A direct analog of (4.5) is

max
[
‖Λi+1 − Λj‖ , |||Kj+1|||

]
≤ |||K j+1|||

≤
∑
k≥1

kk||| adMj+1 [Kj ]|||

≤ |||Kj |||
∑
k≥1

2kkk|||Mj+1|||k (5.6)

= 2|||Kj ||| |||Mj ||| e2|||Mj+1|||

≤ 4|||Kj ||| |||Mj+1||| .

By (5.3), |||Mj+1||| ≤ ε1+

j , whence

|||K j+1||| ≤ 4δ−1
j ε2

−

j ≤ ε2
+

j < εq 1+

j ≤ ε1
+

j+1 , (5.7)

and so the perturbations of the AEV can be uniformly bounded as follows:

sup
x

∣∣λj+1
x (θ)− λjx(θ)

∣∣ ≤ ‖Λj − Λi+1‖ ≤ ε2
+

j ≤ ε1
+

j+1 . (5.8)

Furthermore,

|||e±Mj+1

− 1 ||| ≤
∑
k≥1

2kk
(
δ−1
j |||K

j |||
)k ≤ ε1+

j . (5.9)

For the unitary transformation of the initial, canonical basis,

M j+1 =

j+1∏
i=1

eMi

= eMj+1

· · · eM1

, (5.10)

we thus have both the inductive and a global (uniform in j) upper bound

|||M j+1 − 1 ||| ≤ e
∑j+1
i=1 ε

1+

i

j+1∑
i=1

ε1
+

i ≤ ε
1/2
0 . (5.11)
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5.3. Parametric smoothness estimates

As in Section 4.2, consider the parameters t = (tz)z∈Z and the parametric
family of potentials

x 7→ Ṽ (x, · , · ; t) := V (x, · , · ) +
∑
z∈Z

tz 1z(x).

We have Mj+1
yx = Kj

yx s
j
yx where Kj fulfills (2.19) and sj :=

(
λjx − λjy

)−1
with

λj• satisfying (2.18). Therefore, there exists the derivative

∂tzM
j+1
yx = ∂tz

(
Kj
yxs

j
yx

)
=
(
∂tzK

j
yx

)
sjyx + Kj

yx

(
∂tzλ

j
x − ∂tzλjy

)
(sjyx)2 . (5.12)

Using the recursion

∂tz adkMj+1 [Kj ] = ∂tz (adk−1
Mj+1 [Kj ]Mj+1)− ∂tz (Mj+1 adk−1

Mj+1 [Kj ]) , (5.13)

the iterated commutator adkMj+1 [Kj ] is expanded in the sum of 2k products of
the form Y(k) = Y1 · · ·Yk+1 where one of the factors Yi is Kj , and k factors are
equal to Mj+1.

Expanding by the Leibniz rule the derivative ∂tzY
(k), we get k+1 new prod-

ucts; each of them differs from Y(k) in exactly one position i ∈ { 1, 2, . . . , k + 1 }
where Yi is replaced with Zi := ∂tzYi. Therefore, ∂tz adkMj+1 [Kj ] is expanded in
the sum of k 2k products of the form Z(k), where

|||Zl||| ≤

{
δ−1
j ε1

+

j ≤ ε1
+

j , if Zl = Yl;

δ−2
j ε1

+

j ≤ ε1
+

j , if Zl = ∂tzYl .
(5.14)

Thus |||Z(k)||| ≤ ε(k+1) 1+

j , and so by convergence of the series∑
k≥1

kk
∣∣∣∣∣∣∂tz adkMj+1 [Kj ]

∣∣∣∣∣∣ ≤∑
k≥1

1

(k − 1)!
k2kε

(k+1) 1+

j ≤ ε2
+

j , (5.15)

the derivative ∂tzK
j+1 exists, and one has

|||∂tzK j+1||| ≤ ε2
+

j . (5.16)

This implies the ∂tz -derivability of Λi+1 = Λj +
(
Λi+1 − Λj

)
, and we have

sup
z
|||∂tz

(
Λi+1(· , · )− Λj(· , · )

)
||| ≤ ε2

+

j . (5.17)

Hence, by
∣∣∂tzλj+1

x

∣∣ ≤ ∣∣λjx∣∣+
∣∣∂tz (λj+1

x − λjx)
∣∣,

sup
z

∣∣∂tzλj+1
z (· , · )

∣∣ ≤ 1 +
∑

0≤i≤j

ε2
+

i + ε2
+

j+1 ≤ 1 +
∑

0≤i≤j+1

ε2
+

i . (5.18)
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Further, recall that

∀ z ∈ Z ∀x 6= z
∣∣∂tzλjx∣∣ ≤ e−2+m̂|x−z| , (5.19)

hence
sup
z

sup
x6=z

∣∣∂tzλj+1
x (· , · )

∣∣ ≤ e−2+m̂|x−z| + ε1
−

j+1. (5.20)

To improve the above general bound for |x− z|, we need a more accurate esti-
mate. Arguing as in Section (4.2), we obtain first

Z̃(γ) ≤ e−2m̂|z−xi| · δ−2
j ε

(k+1) 1+

j , k + 1 ≥ 2. (5.21)

Further, recall that, by (5.2), Mj+1
yx = 0 whenever |y − x| > Lj , and fix any

x ∈ Z.

Assume first that k + 1 < |x− z| /Lj , and consider the matrix elements

(adkMj+1 [Kj ])xx contributing to λj+1
x − λjx. Fix some x ∈ Z, pick a product

Z(k) = Z1 · · ·Zk+1 and expand the derivatives of its diagonal matrix elements
as follows:

∂tzZ
(k)
xx =

∑
γ=(x0 ,x1 ,... ,xk+1)

Z̃(γ) , Z̃(γ) = Z̃1(γ) · · · Z̃k+1(γ), (5.22)

Z̃i(γ) ∈ {Kj
xi−1, xi , ∂tzK

j
xi−1, xi ,M

j+1
xi−1, xi , ∂tzM

j+1
xi−1, xi} , (5.23)∣∣∣Z̃i(γ)

∣∣∣ ≤ sup
y 6=x
|||∂tzMj+1

yx ||| ≤ 2 sup
u

∣∣∂tzλju∣∣ δ−2
j ε ≤ ε1

−

j , (cf. (5.12)) (5.24)

where γ = (x0 , x1 , . . . , xk+1), x0 = xk+1 = x, is a path with step lengths `i :=

|xi − xi−1| ≤ Lj . By the triangle inequality and the assumption k + 1 < |x−z|
Lj

,

|xi − z| ≥ |z − x| − |z − xi| ≥ |z − x| −
k + 1

2
Lj >

|x− z|
2

(5.25)

for all 0 ≤ i ≤ k + 1, thus
∣∣∂tzλjxi∣∣ ≤ e−2−m̂|z−xi|. Therefore, by (5.24)

Z̃(γ) ≤ e−2m̂|z−xi| · δ−2
j εkj = e−2m̂|z−xi| · δ−2

j ε
k/2
j · εk/2j

≤ εk/2j e
−2m̂|z−xi|−

1−|x−xi|
Lj

qj ln ε−1
0

≤ εk/2j e
−2m̂|z−xi|−

1−|x−xi|
L0q

j qj ln ε−1
0

≤ εk/2j exp

(
−2m̂

(
|z − xi|+ |x− xi|

1− ln ε−1
0

2L0m̂

))
.

(5.26)

On the other hand, we have by (4.32)

ln ε−1
0

2 L0 m̂
=

ln ε−1
0

2 L0 ln1/2 ε0
=

ln1/2 ε−1
0

2 L0
> 2 , (5.27)
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hence

Z̃(γ) ≤ εk/2j e−2m̂(|z−xi|+|x−xi|) ≤ e−2m̂|z−x| ε
k/2
j (5.28)

Next, assume that k + 1 ≥ |z − x| /Lj . Then we obtain a similar bound:

Z̃(γ) ≤ δ−2
j εkj ≤ ε

k/2
j e

−1− r
Lj
qj ln ε−1

0 ≤ εk/2j e−2−m̂r
ln ε
−1
0

2 L0 m̂ < e−2m̂rε
k/2
j , (5.29)

where the last right-hand side inequality is due to (5.27). By convergence of the
series ∑

k≥2

k
(
(k − 1)!

)−1 · k2k · e−2m̂rε
k/2
j ,

for all x such that |x− z| ≥ 2, we have∣∣∂tzλj+1
x − ∂tzλjx

∣∣ =
∣∣∂tz( adkM1 [K0]

)
xx

∣∣ ≤ e−2m̂|x−z|ε
2/4
j , (5.30)

On account of
∣∣∂tzλj+1

x

∣∣ ≤ ∣∣∂tzλjx∣∣+
∣∣∂tz (λj+1

x − λjx)
∣∣, we thus get:

sup
z

∣∣∂tzλj+1
x

∣∣ ≤ (1 + O
(
ε
1/2
0

))
e−2m̂|x−z|. (5.31)

5.4. From t-dependence to θ-dependence

Now we are going to apply rather abstract parametric regularity estimates
of the approximate eigenvalues (AEV) to the analysis θn,k -dependence of the
AEV.

By the construction of the potential V (·, θ) (cf. (1.3) and (1.4)),

V (x, θ) =
∑
n≥1

an
∑

k∈J0,Tn−1K

θn,kχn,k(x)

=
∑
n≥1

an
∑

1≤k≤Tn

θn,k
∑
l∈Z

10

(
x− (k + lTn)

)
.

(5.32)

For all x ∈ J0, 2Tn − 1K, the last sum over l is reduced to the term with
l = 0, and, for each n ≥ 1, the sum over k ∈ J0, Tn − 1K is reduced to the term
with k = x:

V (z, θ) =
∑
n≥1

anθn([x]n). (5.33)

Representing θ ∈ Θ as an infinite word (θ1 , θ2 , . . . , θn , . . .) where, for each
n ≥ 1, θn := (θn,k , k ∈ J0, Tn − 1K) , we shall use the notations like

θ≤n :=
(
θ1 , . . . , θn

)
, θ>n :=

(
θn+1 , θn+2 , . . .

)
, (5.34)

to work with sub-words of θ where only θl with l in a subset of N \ { 0 }, clearly
specified by the relations like “l ≤ n” etc., are kept while the others are removed.
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Note that, equivalently, one can set the “unwanted” components θl to the
sub-words with zero values, e.g., setting θ1 = (0, 0) in θ>1 =

(
(0, 0), θ2, θ3 , . . .

)
where θn,k remain unchanged.

We shall focus first on the AEV

λ̂j+1
x (θ) := λj+1

x (θ≤ñj+1
) (5.35)

and assess the modified spectral spacings ŝj+1
x,y (θ) := λ̂j+1

x − λ̂j+1
y for θ≤ñj+1

∈
Θj+1 where Θj+1 is a suitably chosen subset of Θ. In the next subsection 5.4.1,
the lower bounds on ŝj+1

x,y (θ) will be extended to all θ of the form (θ≤ñj+1
, θ>ñj+1

with θ≤ñj+1 ∈ Θj+1 and any θ>ñj+1 .

Next, given any θ ∈ Θ(j), truncate it to θ≤ñj+1 . Pick any x ∈
q
0,L2

j+1 − 1
y
,

and let BΘ
<ñj+1

(x) ⊂ BΘ be the sigma-algebra generated by{
θn([x]n), n ∈ J1, ñjK

}⋃{
θn([y]n), y ∈ J0, 2n − 1K \ {x }, n ∈ J1, ñj+1K

}
(5.36)

Conditional on BΘ
<ñj+1

(x), λ̂j+1(θ) is a function of exactly one Θ-random vari-

able añj+1
θñj+1

[x]ñj+1
, so we can identify the latter with the parameter tx .

Set temporarily for brevity θ̂x := θñj+1 [x]ñj+1
, then by the previously obtained

bounds on ∂tzλ
j+1
y , y, z ∈ Z, we get:

∂ ŝj+1
x,y

∂θ̂x
=
∂
(
λ̂j+1
x − λ̂j+1

y

)
∂
(
a−1
ñj+1

tx
) = añj+1

(
1 + O

(
ε20
)
−O

(
ε0
))
≥ añj+1/2 . (5.37)

Therefore, there exists a differentiable function F
[j+1]
x,y such that

ŝj+1
x,y = F [j+1]

x,y (θ̂x) , dF [j+1]
x,y /dt ≥ añj+1

/2 . (5.38)

Since θ̂x = θñj+1
[x]ñj+1

∼ Unif([0, 1]), the probability measure of ŝj+1
x,y (θ̂x) has

a density ρ with respect to the Lebesgue measure on [0, 1] with ‖ρ‖∞ ≤ 2a−1
ñj+1

.
Let

Θ
j+1

xy :=
{
θ :
∣∣ŝj+1
yx

∣∣ ≤ 5δj+1

}
. (5.39)

Then, recalling that δñj+1
= añj+1

βñj+1
, we get:

PΘ
{

Θ
j+1

xy

}
≤ 2a−1

ñj+1
8δj+1 ≤ 16βñj+1

. (5.40)

Let
Θ
j+1

:=
⋃
x6=y

0≤x,y<L2
j+1

Θ
j+1

xy , Θ̃j+1 := Θ \Θ
j+1

.
(5.41)
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Then we have

PΘ
{

Θ
j+1

}
≤ 16 L2

j+1 βñj+1
≤ 16e−ñj+1+2 ln Lj+1

≤ 16e−5 ln Lj+1+2 ln Lj+1 ≤ β1/2
ñj+1

(cf. (2.6)).
(5.42)

Therefore,

∀ θ ∈ Θj ∩ Θ̃j+1
∣∣ŝj+1
xy

∣∣ ≥ 5δj+1 ,

PΘ
{

Θ̃j+1
}
≥ 1− β1/2

j+1 .
(5.43)

5.4.1. Non-truncated AEV

To assess the approximation error∣∣∣λj+1
x (θ)− λ̂j+1

x (θ)
∣∣∣ =

∣∣λj+1
x (θ)− λj+1

x (θ≤ñj+1
)
∣∣ (5.44)

we start with the identity (1.4) and apply it to the sample θ>ñj+1
considered as

a sample θ in which all the components θn′,k with 1 ≤ n′ ≤ ñj+1 and any k are
replaced by 0:

V (y, θ>ñj+1
) =

∑
n>ñj+1

an θn, [y]n (5.45)

whence

sup
y

∣∣V (y, θ<ñj+1
)− V (y, θ<ñj+1

)
∣∣ ≤ ∑

n≥ñj+1

an θn, [y]n
≤ 2e−(ñj+1+1)2 .

(5.46)
Now it follows from the smoothness bounds established in the previous subsec-
tion (see in particular (5.37)) and δj+1 = añj+1

e−ñj+1∣∣λj+1
x (θ)− λj+1

x (θ<ñj+1
)
∣∣ ≤ 4e−(ñj+1+1)2 = o (δj+1) . (5.47)

Summarizing, we have constructed the set Θ̃j+1 figuring in the inductive hy-
pothesis (K4) on the next step j + 1: for all θ ∈ Θj ∩ Θ̃j+1,∣∣λj+1

x (θ)− λj+1
y (θ)

∣∣ ≥ ∣∣∣λ̂j+1
x (θ)− λ̂j+1

y (θ)
∣∣∣− 4e−(ñj+1+1)2

≥ 5δj+1 − 4e−(ñj+1+1)2 ≥ 4δj+1 .
(5.48)

To prove the inductive bound (2.16), viz.

si(x, y; θ) ≥ e−C ln4 |x−y| . (5.49)

observe that the spacing between the AEV labeled by (x, y), with x 6= y, is
never treated before the step

ĵ(|x− y|) = min { j ≥ 0 : Lj ≤ |x− y| < Lj+1 } ,
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and on the step ĵ ≡ ĵ(|x−y|), it is proved that sĵ(x, y; θ) ≥ 4δ̂j = e
−ñ2

ĵ
−ñĵ . Since

ñi ∼ C lnLi, i ≥ 1, we get

δ̂j ≥ e
−ñ2

ĵ
−ñĵ ≥ e−C

′ ln4 Lĵ−C
′′ ln2 Lĵ ≥ e−2C′ ln4 Lĵ ≥ e−C ln4 |x−y| (5.50)

with suitable constants C ′, C ′′, C > 0. Therefore, |sĵ(x, y; θ)| ≥ 4e−C ln4 |x−y|.

Finally, the uniform perturbation estimates
∣∣λj+1
z − λjz

∣∣ ≤ ε2i show that,

on all steps j ≥ ĵ + 1, a similar but slightly weaker uniform lower bound is

guaranteed: uniformly in j ≥ ĵ + 1, |sĵ(x, y; θ)| ≥ 2e−C ln4 |x−y|.

6. Proof of Theorem 1

By construction, we have M j+1 = eMj+1

M j (cf. (5.10)), we have M 0 = 1
and the recursion, for all j ≥ 1,

|||M j+1 −M j ||| ≤ |||eMj+1

− 1||| |||M j ||| ≤ 2 |||Mj+1||| |||M j ||| ≤ ε1
+

j+1 |||M j |||
(6.1)

whence the bound uniform in j ≥ 0 (cf. (5.11)) |||M j ||| ≤ 1 + ε1
+

0 ≤ 2, yielding

|||M j+1 −M j ||| ≤ ε1
+

j+1 . (6.2)

By convergence of the series
∑
j≥0 ε

1+

j+1 ≤ ε1
+

0 , the unitary transformations M j

converge in norm to a unitary transformation M such that

|||M ||| ≤ 1 + ε1
+

j+1 |||M − 1 ||| ≤ ε1
+

j+1 . (6.3)

Furthermore, the diagonal entries λjx of the diagonal matrices Λj obey (cf. (5.8))

sup
θ∈Θ∞

sup
x∈Z

∣∣λj+1
x − λjx

∣∣ ≤ ε2+

j , (6.4)

hence, for all θ ∈ Θ∞ and x ∈ Z, there exist the limits

λx(θ) := lim
j→+∞

λjx(θ) .

Conclusions.

• Taking the norm-limit in the equation (M j)−1HεM j = Λj+Kj and using
|||Kj ||| ≤ εj → 0 as j → +∞, we see that

∀ θ ∈ Θ∞ M−1(θ)Hε(θ)M (θ) = Λ(θ) , Λyx(θ) = δyxλx(θ) . (6.5)

Since M (θ) is unitary, its column-vectors ϕx(θ) form an orthonormal eigenbasis
of Hε(θ) with the associated eigenvalues λx(θ). This proves the assertion (A):
for any θ ∈ Θ∞, Hε(θ) has pure point spectrum.
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• The assertion (B), viz. unimodality of each eigenfunction ϕx(·, θ), follows
from the norm bound ‖ϕx − 1x‖ ≤ |||M − 1 ||| ≤ ε0 < 1/2.

• The assertion (C) (uniform exponential decay of all eigenfunctions ϕx) is
a direct consequence of the ||| · |||-bounds of the transformation operators M j .
In fact, this is exactly why these norms have been used, as in [2], instead of the
conventional Hilbert norm.

• The assertion (D), stating the minimal guaranteed spacings |λx − λy| in
terms of [x − y|, follow directly from the estimates on

∣∣λjx − λjy∣∣ for all j ≥ 0
combined with the perturbation estimates (6.4).

Theorem 1 is proved.

7. Non-local Minami-type estimates. Proof of Theorem 2

We need the following variant of the inverse function theorem (cf. [6]).

Proposition 1. Consider finite-dimensional real normed spaces (X, ‖·‖X) and
(Y, ‖·‖Y), and a mapping f : X → Y differentiable in a ball B`(0) ⊂ X, ` > 0.
Assume that there is an invertible linear mapping A : X→ Y such that

sup
x∈B`(0)

‖f′(x)−A ‖ ≤ η ≤ κ

‖A −1‖
, κ ∈ (0, 1

2 ) .

Denote BA
R (0) :=

{
y ∈ Y : ‖A −1y‖X ≤ R

}
, R ≥ 0. Then f admits a differen-

tiable inverse f−1 : BA
κ`(0)→ B`(0), and for all y ∈ BA

κ`(0) one has

f−1(y) = A −1y + δ(y), ‖δ(y)‖X ≤ 2 η ‖A −1‖ ‖A −1y‖X . (7.1)

Furthermore, for any rectangle of the form Λ(α, ε) = I1 × · · · × IK ⊂ B`/4(0) ,

with Ik = [αk − εk , αk + εk], 0 < εk ≤ 1
4`, one has

f−1 (Λ(α, ε)) ⊂ ×
1≤k≤K

[
α′k − (1 + O (εk))εk , α

′
k + (1 + O (εk))εk

]
.

Proof of Theorem 2. It suffices to consider a set X = (x1, . . . , xN ) ∈ NN with

0 = x1 < x2 · · · < xN =: R = diam X , Let n̂ =
⌈

ln(R+1)
ln 2

⌉
, so that X ⊂

q
0, 2n̂ − 1

y
. Conditional on the sigma-algebra

B 6=n̂ = { θn,l, n 6= n̂ , l ∈ J0, 2n − 1K } (7.2)

the mappings θ 7→ λxk(θ), k = 1 . . . N , are Borel functions of θn̂,lk , lk =
[xk]n . We also “freeze” all θn̂,l with l 6∈ { l1, . . . , lN }, i.e. condition on an
even larger sigma-algebra B′n̂. Further, identify (an̂θn̂,l1 , . . . , an̂θn̂,lN ) with the
formal real parameters (t1, . . . , tN ) = t considered as the standard coordinates
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in RN endowed with the scaled Lebesgue measure a−Nn̂ 1[0,an̂]N (t) dt on the cube

[0, an̂]N . It follows from the results of Section 5.3 that the mapping f : t 7→
(λx1

(t) , . . . , λxN (t)) is differentiable, and its derivative can be represented as
follows:

f′(t) = 1 +D(t), ‖D(t)‖ ≤ η := ε0 .

For all ε0(ε) small enough, f′(t) is invertible, and ‖(f′(t))−1‖ ≤ 1 + O (ε0) ≤ 3
2 .

Now we can apply Proposition 1 with A = f′(0) and

‖f′(t)− 1‖ ≤ η ≤ κ/‖A −1‖, κ = 1
4 .

With η < 1/16, we thus have ‖f−1(t)−A −1t‖ ≤ 1
2‖t‖, and so the inverse image

f−1(I ′1×· · ·×I ′N ) is covered by a rectangle I ′′1 ×· · ·×I ′′N with |I ′′k | ≤ 2|I ′k| ≤ 4|Ik|,
k ∈ J1, NK. Concluding,

PΘ { ∀ k ∈ J1, NK λxk ∈ I ′k } . a
−N
n̂(R) |I1| · · · |IN |

with an̂(R) ≥ e−C ln2(R), so the claim follows. 2
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1. Introduction

This survey is concerned with probabilistic models motivated by cooperative
sequential adsorption (CSA) models. Adsorption is a real life phenomenon which
can be thought of as follows. Consider particles (e.g. molecules) diffusing around
a surface of a material. When a particle hits the surface, it can be retained
(adsorbed) by the latter. CSA describes adsorption process in which adsorption
rates depend on the spatial configuration of existing particles. In other words,
particles adsorb to a surface subject to interaction with previously adsorbed
particles. For example, adsorbed particles can either attract, or repel subsequent
arrivals. These types of interactions are common for many physical, chemical
and biological processes.

In physics and chemistry cooperative effects in adsorption are usually stud-
ied by experiments and by computer simulations of an appropriate CSA model.
CSA model is a probabilistic model for random sequential deposition of par-
ticles (e.g. points or objects of various shape) either in a bounded region of
a continuous space, or at vertices (sites) of a graph (e.g. lattice). In such a
model a particle is placed at location x with the probability that is propor-
tional to a specified function of the current configuration of existing particles in
a neighbourhood of x. Such a construction is technically flexible for modelling
both attractive and repulsive interaction between a new particle and previously
adsorbed particles, and can be used in modelling CSA like processes in many
real-life applications.
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The paper is organised as follows. In Section 2 we introduce a model for
random sequential deposition of particles (points) in a bounded subset of Eu-
clidean space. This continuous model can be naturally interpreted as a model
for time series of spatial locations. Fitting the model to data requires estimation
of model parameters. We show that statistical inference for the model parame-
ters can be based on maximum likelihood estimation. In particular, we describe
the corresponding estimation procedure and discuss asymptotic properties of
maximum likelihood estimators. In Section 3 we consider a discrete model ran-
dom sequential deposition of particles at vertices of a graph (a growth process
with graph based interaction). A probabilistic model obtained from the growth
process by allowing deposited particles to depart is considered in Section 4. This
model is motivated by adsorption processes in which adsorbed particles can be
released from the adsorbing substrate. The model is described in terms of a
reversible Markov chain and can be regarded as an interacting spin model and
closely related to such well known models of statistical physics and interacting
particle systems as the contact process and the Ising model. Finally, in Section 5
we consider a point process motivated by the CSA model. The point process is
a probability measure given by a density with respect to Poisson point process
(in finite dimensional Euclidean space) and belongs to a class of point processes
used in spatial statistics for modelling point patterns.

2. Continuous CSA model

In this section we consider a probabilistic model for sequential deposition
of points in a bounded domain of Euclidean space. This model is a continuous
analogue of the lattice CSA known as monomer filling with nearest neighbour
cooperative effects (see [2] and references therein). This lattice model describes a
random sequential deposition of particles on the lattice, where only one particle
can be allocated at a site. The probability of allocating a particle at an empty
site is proportional to the allocation rate, which depends on the number of
existing particles in a neighbourhood of the site. For example, the model on
the one-dimensional lattice is specified by parameters ci, i = 1, 2, 3. Namely,
a particle is placed at an empty site k with the rate ci, if the total number of
existing particles at its nearest neighbours k − 1 and k + 1 is equal to i. In
the continuous analogue of the lattice CSA model particles (points) are placed
sequentially at random into a bounded region of Rd as follows. Given the current
configuration of points, the probability of the event that a particle is placed at
location x is proportional to a parameter βk ≥ 0 (called the growth rate),
where k is the number of existing points within a given distance R of x. This
continuous CSA model was proposed in [21] and was further studied as a model
for time series of spatial locations in [18] and [19].

In the rest of this section we formally define the model and discuss statistical
inference for the model parameters.
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2.1. The model definition

Start with some notations. Let N be the set of all positive integers and Z+ =
N ∪ {0}. Let R = (−∞,∞) and R+ = [0,∞). By 1A we denote the indicator
function of a set or an event A. We assume that all random variables under
consideration are defined on a certain probability space with the probability
measure P. The expectation with respect to P will be denoted by E.

Given points x, y ∈ Rd we denote by ‖x−y‖ the Euclidean distance between
x and y. Given a positive number R points x, y ∈ Rd are called neighbours,
if ‖x − y‖ ≤ R, in which case we write x ∼ y. Given a finite set (ordered or
unordered) X of points in Rd, define

ν(x,X ) =
∑
y∈X

1{‖x−y‖≤R} for x ∈ Rd, (2.1)

in other words, ν(x,X ) is the number of neighbours of x in the set X . By
definition ν(x, ∅) = 0.

The continuous CSA model with the interaction radius R > 0 and parame-
ters (βk ≥ 0, k ∈ Z+) is the probabilistic model for random sequential deposition
of points in Rd defined as follows. Consider a compact convex set D ⊂ Rd (called
the target region, or the observation window). Let X(k) = (X1, . . . , Xk), k ≥ 0,
be the sequence of locations of first k points allocated in D according to the
model. By definition, X(0) = ∅. Given that X(k) = x(k) = (x1, . . . , xk) for
k ≥ 0 the conditional probability density function of the next point Xk+1 is

ψk+1(x|x(k)) =
βν(x,x(k))∫

D
βν(y,x(k))dy

, x ∈ D. (2.2)

The joint density of (X1, . . . , X`), ` ≥ 1 is given by

p`,β,D(x1, . . . , x`) =
∏̀
k=1

ψk(xk|x(k − 1))

=
∏̀
k=1

βν(xk,x(k−1))∫
D
βν(u,x(k−1))du

, xi ∈ D, i = 1, . . . , `. (2.3)

The described CSA can be regarded as a discrete time spatial birth process
with birth rates βν(x,x(k)), x ∈ D, provided that the state of the process at time
k is x(k) = (x1, . . . , xk).

Alternatively, the model can be described as the acceptance-rejection sam-
pling described below. Namely, let (Yi, i ≥ 1) be a sequence of independent
random points uniformly distributed in D, and construct another sequence of
random points by accepting each point of the original sequence with a cer-
tain probability to be described below, otherwise rejecting that point. Let
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X(k) = (X1, . . . , Xk) be the sequence of k = kn accepted points from the finite
sequence Yi, i = 1, . . . , n. By definition X(0) = ∅. The point Yn+1 is accepted
with probability βν(Yn+1,X(k))/C, where C is an arbitrary constant such that
max0≤i≤k βi ≤ C. Regardless of the particular choice of C, the next accepted
point Xk+1 has the probability density ψk+1(x|X(k)) given by (2.2) In other
words, given the sequence X(`) of the first ` accepted points, the next accepted
point X`+1 is sampled from a distribution which is specified by the probability
density proportional to the function βν(x,X(`)), x ∈ D (the value of C influences
only the number of discarded points Yi until the next acceptance).

Remark 2.1. The defined above continuous CSA model was introduced in [21].
In that paper the asymptotic structure of the model point pattern was studied
under the assumption that the sequence (βn > 0, n ≥ 0) converges to a positive
limit as n → ∞. This assumption can be interpreted as if “adsorption rates
stabilize at saturation”.

Remark 2.2. A special case of the model, when βi = 0 for i ≥ 1, is called random
sequential adsorption (RSA) model. RSA is also known as the car parking
model. In the latter cars are modelled by balls of radius R. Cars sequentially
arrive to the target region D and choose a location to park at random. A new
arrival is discarded with probability 1, if it overlaps any of previously parked
cars. Otherwise it is parked (accepted) with probability 1.

2.2. CSA as a model for time series of spatial locations

It has been noted by physicists (e.g. [2]) that CSA model can be used for
modelling sequential point patterns in disciplines such as geophysics, biology and
ecology in situations, where a data set is presented by a sequential point pattern,
i.e., a collection of spatial events which appear sequentially. In other words,
CSA can be used as an approximation of spatial spread dynamics in various
applications. This idea was explored in [18] and [19], where the continuous CSA
was regarded as a model for time series of spatial locations, which is flexible for
modelling both regular and clustered point patterns (e.g. see Figure 1). Note
that models for clustered point patterns are of a particular interest in spatial
statistics.

Fitting a parametric statistical model to real-life data requires estimation
of the model parameters. Statistical inference based on maximum likelihood
estimation was developed in [18] and [19] for CSA with a finite number of
parameters β’, which means that there exists a fixed positive integer N such
that

βk > 0 for 0 ≤ k ≤ N and βk = 0 for k ≥ N + 1. (2.4)

It is easy to see that the density (2.2) (and hence (2.3)) is unaffected by mul-
tiplication of all parameters βk by a constant. Therefore, for identifiability of
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Figure 1. CSA simulations in D = [0, 1]2. Left: 1000 points,
R = 0.01, (βi)i≥0 = (1, 1000, 10000, 0, 0, . . .) Right: 500 points, R = 0.03,
(βi)i≥0 = (1, 0, 0, . . .), i.e. this is RSA model.

the model we also assume that β0 = 1, so that the model is parameterised by
parameters β = (β1, . . . , βN ).

In general, both number N and the interaction radius R are also regarded
as the model parameters and have to be estimated. The parameter N can be
easily estimated by the maximal number of neighbours that a point has in an
observed pattern (formal definition is given below). In contrast, estimation of
the interaction radius in the general case is an open problem. If N = 0, i.e. in
the case of RSA model, the natural estimator of the interaction radius is the
minimal distance between an observed point and those points in the pattern
that arrived earlier. In what follows, we assume that the interaction radius R
is assumed to be a fixed and known constant.

2.3. MLE for CSA

In this section we explain how to develop statistical inference for parame-
ters of the CSA model by using the method of maximum likelihood estimation
(MLE).

Start with considering the model likelihood. Recall that 1A stands for the
indicator of a set A. Given an observation x(`) = (x1, . . . , x`) ∈ D`, where
` ≥ 2, define

Γj,k =

∫
D

1{u:ν(u,x(k))=j}du for 0 ≤ j ≤ k ≤ `− 1, j = 0, . . . , N, (2.5)

Γj,k = 0 for k < j, j = 1, . . . , N, and Γ0,0 = |D|. (2.6)
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Observe that ∫
D

βν(u,x(k))du =

k∑
j=0

βjΓj,k = Γ0,k +

N∑
j=1

βjΓj,k.

Further, define

tk,` = tk(x(`)) :=
∑̀
i=1

1{ν(xi,x(i−1))=k} for k = 0, . . . , N. (2.7)

In terms of statistics (2.5) and (2.7) we have the following equation for the
model likelihood

p`,β,D(x1, . . . , x`) =

∏N
j=1 β

tj(x(`))
j∏`

k=1

∫
D
βν(u,x(k−1))du

=

∏N
j=1 β

tj,`
j∏`

k=1

(
Γ0,k−1 +

∑N
j=1 βjΓj,k−1

) . (2.8)

The log likelihood function is therefore given by

LD(x(`), β) := log(p`,β,D(x1, . . . , x`))

=

N∑
j=1

tj,` log(βj)−
∑̀
k=1

log
(

Γ0,k−1 +

N∑
j=1

βjΓj,k−1

)
. (2.9)

Remark 2.3. Note that since X(0) = ∅ the first point X1 is uniformly distributed

in D, and, also, the first term in the sum
∑`
k=1 . . . in the preceding display is

just a constant log(|D|).

Maximum likelihood estimators (MLEs) are defined as usual, i.e. as max-
imizers of the model likelihood and can be found by solving MLE equations
obtained by equating to zero the log-likelihood derivatives.

If N is unknown, then it has to be estimated before estimating β’s. Given
X(`) = (X1, . . . X`), where, as before, we assume that ` ≥ 2, we estimate N by

N̂ = N̂(X(`)) := max
Xi∈X(`)

ν(Xi, X(i− 1)) = max{j : tj,` > 0}. (2.10)

It is easy to see N̂ is the maximum likelihood estimator of the parameter N .
Having estimated N by N̂ we have that

LD(X(`), β) =

N̂∑
j=1

tj,` log(βj)−
∑̀
k=2

log
(

Γ0,k−1 +

N̂∑
j=1

βjΓj,k−1

)
.
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The maximum likelihood estimator β̂(X(`)) = (β̂1, . . . , β̂N̂ , 0, 0, . . .) of the true

parameter vector (β
(0)
1 , . . . , β

(0)
N ) is defined as the maximizer of the log likelihood

LD(X(`), β) over vectors of the form (β1, . . . , βN̂ , 0, 0 . . .). Since LD(X(`), β)

depends smoothly on (β1, . . . , βN̂ ); the (β̂1, . . . , β̂N̂ ) is a solution to the system
of MLE equations

∂LD(X(`), β)

∂βj
= 0, j = 1, . . . , N̂ , (2.11)

or, equivalently,

tj,` −
∑̀
k=2

βjΓj,k−1

Γ0,k−1 +
∑N̂
i=1 βiΓi,k−1

= 0, j = 1, . . . , N̂ , (2.12)

where note that the sum
∑
k=2 in the right hand side starts from k = 2 because

of Remark 2.3. It is obvious that N̂ ≤ N almost surely. If N̂ < N , then
tj,` = 0 for N ′ + 1 ≤ j ≤ N . It is also possible that tj,` = 0 for some j < N̂ .
Therefore, if an observed point pattern is not a “typical” model pattern, then
we might not have sufficient information to estimate the full set of parameters.
However, if N̂ = N and all t-statistics are positive, then there exists a unique
positive solution (β̂1, . . . , β̂N ) of the likelihood equations. It turns out that
these conditions hold with probability tending to 1, as the amount of observed
information increases in a certain natural sense (to be explained).

Example 2.1. Suppose that N = 1, i.e., there is one unknown parameter β =
β1. Assume that an observed sequence of points x(`) = (x1, . . . , x`), ` ≥ 2 is

such that N̂ = 1 and the statistic t1,` > 0 (the number of points having 1
neighbour). There is a a single MLE equation in this case,that is

t1,` −
∑̀
k=2

βΓ1,k

Γ0,k + βΓ1,k
= 0. (2.13)

If 0 < t1,` < ` − 1, then existence and uniqueness of the solution of the MLE
equation follows from the fact that the left hand side of equation (2.13) is a
strictly monotonic function of β. If t1,` = ` − 1, then this suggests that the

observed pattern is generated by the model obtained by setting formally β̂ =∞.
In the corresponding limit model a new point is allocated with probability one
in the neighbourhood of existing points subject to the constraint that it cannot
have more than one neighbour among those points.

Remark 2.4. It should be noted that the model log-likelihood, and, hence, MLEs
for the CSA model, can be effectively computed numerically by the classical
Monte-Carlo (required to compute Γ-statistics that are given by integrals). We
refer to [18] for numerical examples.
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2.4. Asymptotic properties of MLE estimators

In this section we briefly discuss asymptotic properties of MLE estimators
for CSA in the situation, when the amount of observed information increases. In
the classic case of i.i.d. observations this limit regime means that the number of
observations tends to infinity. The analogue of this in spatial statistics is known
as the increasing domain asymptotic framework, which means the number of
observed points tends to infinity, as the target region (observation window)
expands to the whole space. We describe below this limit regime in relation
to CSA model with a finite number of non-zero parameters β, where there are
natural restrictions on the number of observed points in a given target region.

Let D1 denote the unit cube centred at the origin (or any compact convex set
D1 ⊂ Rd). Consider a sequence of rescaled domains Dm = m1/dD1, m ∈ Z+.
Given m, consider the CSA process as the acceptance/rejection sampling with
target region D = Dm. Denote by Am(n) the (random) number of points
accepted out of the first n incoming points. If N <∞, then no particle can be
placed at any location x with more than N existing particles within distance R
of x. Therefore, the limit θm = limn→∞Am(n) exists almost surely, and is a
finite random variable. Further, there exists a finite limit limm→∞ θm =: θ∞,
known as the jamming density (see [18] for more details of this quantity).

The increasing domain asymptotic framework in the case of the CSA model
can be now defined as follows.

Assumption 2.1. The number `m of observed points in the domain Dm is
asymptotically linear in m with coefficient below the jamming density θ∞ =
θ∞(R, β1, . . . , βN ), that is

lim
m→∞

(
`m
m

)
= µ ∈ (0, θ∞).

Note that the above limit is known as the thermodynamic limit in the statistical
physics literature.

Assume in the rest of the section that Assumption 2.1 holds. It turns out
that under this assumption the log-likelihood derivatives in the case of CSA
model behave asymptotically very similar to those in the i.i.d. case. This fact
allows to combine methods of the classic MLE theory for i.i.d. observations (e.g.,
see [11]) with the modern theory for sums of locally determined functionals
(to be explained) to establish consistency and asymptotic normality of MLE
estimators for CSA model under assumption 2.1.

Given parameters N and β = (β1, . . . , βN ) consider the probability measure
Pm,β on finite point sequences of length `m in Dm specified by the probability

density p`,β,D with ` = `m and D = Dm. Denote β(0) =
(
β

(0)
1 , . . . , β

(0)
N

)
the

true parameter and let P
(0)
m := Pm,β(0) . Given observation X(`m) ∈ Dm define
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the maximum likelihood estimators

β̂(m) = β̂(X(`m)) = (β̂1,m, . . . , β̂N,m)

of parameters β(0) = (β
(0)
1 , . . . , β

(0)
N ) as those values that maximize the log

likelihood function Lm(β) := LDm(X(`m), β), as explained in Section 2.3.
It was shown in [18, Corollary 2.1] that

P(0)
m

{
p`m,β(0),Dm(X1, . . . , X`m)

p`m,β,Dm(X1, . . . , X`m)
> 1

}
→ 1, as m→∞,

for β = (β1, . . . , βN ) 6= β(0) = (β
(0)
1 , . . . , β

(0)
N ). This result is analogous to

the well known result for the case of i.i.d. observations (e.g., see [11, Chapter,
Theorem 2.1]) and justifies why statistical inference for the CSA model can be
based on MLE. Furthermore, it was shown in [18, Theorem 2.2 and Lemma 5.2]

that with P
(0)
m -probability tending to 1, as m→∞, the estimator N̂ is equal to

N and there exists a unique positive solution (β̂1,m, . . . , β̂N,m) of the system of

MLEs, such that β̂i,m → β
(0)
i for i = 1, . . . , N, in P

(0)
m -probability, as m→∞.

Asymptotic normality of MLE estimator β̂ was established in [19]. Specif-

ically, it was shown that
√
m(β̂(m) − β(0)) → ξ(µ) in P

(0)
m -distribution, as

m → ∞, where ξ(µ) is the Gaussian vector with zero mean and covariance
matrix given by the inverse matrix of the model limit information matrix. The

latter is defined as the limit (in P
(0)
m -probability, as m → ∞) of the observed

information matrix − 1
m

(
∂2Lm(β)
∂βi∂βj

)N
i,j=1

evaluated at the true parameter β(0). A

detailed study of the structure of the information matrix can be found [19] to
which we refer for further details.

Usefulness of showing asymptotic normality of a parameter estimator pro-
vides asymptotic justification for creating confidence intervals based on the nor-
mal distribution, when a sufficiently large number of points is observed in a
sufficiently large region relative to the interaction radius R (see [19] for exam-
ples of creation of confidence intervals).

2.5. MLE for CSA and the theory of locally determined functionals

The asymptotic analysis of MLEs is based on the fact that the model statis-
tics have special structure. Namely, these statistics are sums of so called locally
determined functionals over a finite set of points. Below we briefly explain the
idea.

Start with some definitions. A set of points X ⊂ Rd is called locally finite,
if its intersection with any ball of a finite radius consists of a finite number of
points. A locally determined functional with a given range r > 0 is a measurable
real-valued function ξ(Y,X ) defined for all pairs (Y,X ), where Y ∈ Rd and
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X ⊂ Rd is locally finite, with the property that ξ(Y,X ) is determined only
by those points of X that are within distance r of Y . A locally determined
functional ξ(Y,X ) is translation invariant if ξ(Y,X ) = ξ(Y + a,X + a) for any
a ∈ Rd. For example, the functional

ξ(x,X ) := 1{ν(x,X )=j}, (2.14)

where the quantity ν(x,X ) is defined by (2.1), is a bounded, translation-invari-
ant, locally determined functional with the range equal to the interaction radius
R.

Given a locally determined functional ξ, the corresponding additive func-
tional Hξ on finite sequences X(`) = (X1, . . . , X`) ∈ (Rd)` is defined as follows

Hξ(X(`)) =
∑̀
i=1

ξ(Xi, X(i− 1)). (2.15)

Observe now that both Γ-statistics (2.5) and t-statistics (2.7) are sums of locally
determined functionals. Indeed, in the case of t-statistics

tj,` =
∑̀
i=1

1{ν(Xi,X(i−1))=j}, 0 ≤ j ≤ N, (2.16)

we have that the statistic tj,` is the additive functional corresponding to the
locally determined functional (2.14). Representation of Γ-statistics as sums of
locally determined functionals is more technically involved and we refer to [18]
for further details.

The general limit theory developed in [17]) for additive functionals (2.15)
implies that, under Assumption 2.1, there exist strictly positive and continuous
in µ functions (ρj (µ, β) , 1 ≤ j ≤ N and γj (µ, β) , 1 ≤ j ≤ N , such that

tj,`m
m
→ ρj (µ, β) and

Γj,`m
m
→ γj (µ, β) , j = 0, . . . , N, (2.17)

in Pm-probability, as m→∞, and that are related by the system of equations

ρj (µ, β) =

µ∫
0

βjγj (λ, β)

γ0 (λ, β) +
∑N
i=1 βiγi (λ, β)

dλ, j = 1, . . . , N.

Further, let γ
(0)
j (λ) := γj(λ, β

(0)) and ρ
(0)
j (µ) := ρj(µ, β

(0)) for j = 1, . . . , N .

Given µ ∈ (0, θ(0)), where θ(0) = θ∞(R, β
(0)
1 , . . . , β

(0)
N ), the vector of true pa-

rameters β(0) = (β
(0)
1 , . . . , β

(0)
N ) is a solution of the system of equations

ρ
(0)
j (µ)−

µ∫
0

βjγ
(0)
j (λ)

γ
(0)
0 (λ) +

∑N
i=1 βiγ

(0)
i (λ)

dλ = 0, j = 1, . . . , N, (2.18)

which is the infinite-volume limit of the MLE (2.12).
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Example 2.2. Assume, as in Example 2.1, that N = 1. In this case the true

single parameter β(0) = β
(0)
1 is the unique solution of the limit equation

ρ
(0)
1 (µ)−

µ∫
0

βγ
(0)
1 (λ)

γ
(0)
0 (λ) + βγ

(0)
1 (λ)

dλ = 0.

Existence and uniqueness of the solution of this equation follows, similarly to
the case of MLE equation in Example 2.1, from monotonicity of the integrand
in the parameter β.

3. CSA growth model on graphs

In this section we consider a probabilistic model for random sequential de-
position of particles at vertices of a graph. The model can be regarded as a
discrete version of the continuous CSA model considered in the previous sec-
tion. Recall that in the continuous model the probability of the event that a
particle is placed at location x is proportional to the growth rate βk ≥ 0, where
k is the number of existing points in the neighbourhood of x. In the discrete
model we assume that the growth rate at a vertex v is equal to eαk+βm, where
k is the number of existing particles at the vertex v, m is the total number of
existing particles in vertices adjacent to v, and α, β are given constants. Thus,
in general, we distinguish particles at the vertex itself and in its neighbours.

This growth model can be interpreted as an interacting urn model with a
graph based log-linear interaction. Similarly to urn models, we are interested
in the long term behaviour of the growth process. In particular, we would like
to establish in which cases all vertices receive infinitely many particles and in
which cases all but finitely particles are allocated at a certain subset of vertices
(e.g. at a single vertex).

3.1. The model definition

The model set up is as follows. Consider an arbitrary finite graph G = (V,E)
with the set of vertices V and the set of edge E. If vertices v, u ∈ V are adjacent,
we call them neighbours and write v ∼ u. If vertices v and u are not adjacent,
then we write v � u. By definition, vertex is not a neighbour of itself, i.e. v � v.

The growth process with parameters (α, β) ∈ R2 on the graph G = (V,E) is
a discrete time Markov chain X(n) = (Xv(n), v ∈ V ) ∈ ZV+ with the following
transition probabilities

P(X(n+1) = X(n)+ev|X(n) = x) =
eαxv+β

∑
u∼v xu

Γ(x)
, x = (xw, w ∈ V ) ∈ ZV+,

(3.1)
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where Γ(x) =
∑
v∈V e

αxv+β
∑
u∼v xu and ev ∈ RV is the v-th unit vector, i.e.

the vector, the v-th coordinate of which is equal to 1, and all other coordinates
are zero.

Xi(n)

1 i N

1

Figure 2. Deposition model on a linear graph {1 ∼ . . . ∼ N}.

The growth process X(n) = (Xv(n), v ∈ V ) describes a random sequential
allocation of particles on the graph, where Xv(n) is interpreted as the number
of particles at vertex v at time n. If β = 0, then the structure of the underlying
graph is irrelevant, and the growth process is a special case of the generalised
Pólya urn (GPU) model. Recall that GPU model is a model for random se-
quential allocation of particles at a finite number of urns, in which a particle is
allocated at an urn v with xv existing particles with probability proportional
to the growth rate f(xv), where f is a given positive function. The growth
process with parameter β = 0 is the GPU model with the exponential growth
rate f(k) = eαk. If β 6= 0, then the growth process can be regarded as an
interacting urn model obtained by adding graph based interaction. Observe
that the growth rate eαxv+β

∑
u∼v xu (i.e. the function determining the alloca-

tion probability (3.1)) is a monotonically increasing function of the parameter
β. Therefore, if β > 0, then interaction between components of the growth
process is cooperative in the sense that particles in a neighbourhood of a vertex
accelerate the growth rate at the vertex. In contrast, if β < 0, then the inter-
action between process’s components is competitive in the sense that particles
in a neighbourhood of a vertex the growth rate slow down the growth at the
vertex.

Remark 3.1. The growth process on arbitrary graph was introduced in [14].
The growth process a single parameter λ := α = β ∈ R on a cycle graph was
introduced and studied in [22] (Recall that a cycle graph with N ≥ 2 vertices
is the graph G = {1 ∼ 2 ∼ . . . ∼ N − 1 ∼ N ∼ 1}). The limit cases of the
growth process on a cycle graph obtained by setting λ =∞ and λ = −∞ (with
convention ∞ · 0 = 0) were studied in [23] (see an open problem at the end of
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Section 3.2 for more details). A version of the growth process on a cycle graph,
where the parameter λ depends on a vertex (i.e. αv = βv = λv > 0, v ∈ V ), was
studied in [1].

3.2. Localisation in the growth model with attractive interaction

Recall some known results for GPU models. Consider a GPU model with the
growth rate determined by a function f , as described in the preceding section.
Assume that f is such that

∑∞
k=1

1
f(k) <∞. It is known that in this case, with

probability one, all but a finite number of particles are allocated at a single
random urn. In other words, the allocation process localises at a single urn.
This result immediately implies the eventual localisation at a single vertex for
the growth process with parameters α > 0 and β = 0 (as it is just a special case
of the aforementioned GPU model).

It was shown in [14] that a similar localisation effect occurs in the growth
process with attractive interaction introduced by a positive parameter β. It
turns out that in this case the growth process localises at special subsets of
vertices rather than at a single vertex.

Recall some definitions from graph theory necessary to state the result. Let
G = (V,E) be a finite graph. Then, given a subset of vertices V ′ ⊆ V the
corresponding induced subgraph is a graph G′ = (V ′, E′) whose edge set E′

consists of all of the edges in E that have both endpoints in V ′. The induced
subgraph G′ is also known as a subgraph induced by the set of vertices V ′. A
complete induced subgraph is called a clique, and a maximal clique is a clique
that is not an induced subgraph of another clique.

The localisation result in [14, Theorem 1] is as follows. Consider the growth
process X(n) = (Xv(n), v ∈ V ) ∈ ZV+ with parameters (α, β) on a finite con-
nected graph G = (V,E), and let 0 < α ≤ β. Then for every initial state
X(0) ∈ ZV+ with probability one there exists a random maximal clique with a
vertex set U ⊆ V such that

lim
n→∞

Xv(n) =∞ if and only if v ∈ U, and lim
n→∞

Xv(n)

Xu(n)
= eCvu , for v, u ∈ U,

where

Cvu = λ lim
n→∞

∑
w∈V

Xw(n)[1{w∼v,w�u} − 1{w∼u,w�v}], if 0 < λ := α = β,

and Cvu = 0, if 0 < α < β.
The above localisation effect was first shown in [22, Theorem 3] (see also [1,

Theorem 1]) in the case when α = β > 0 and the underlying graph is a cyclic
graph. In the special case of the cyclic graph any clique is just a pair of neigh-
bouring vertices (assuming that the graph consists of at least three vertices).
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The proof is based on the following key fact. Namely, given an arbitrary
initial configuration the process localises at one of the graph’s clique with prob-
ability that is bounded away from zero. This implies that with probability one
the process eventually localises at one of the graph’s cliques (the final clique).

Conditioned that particles are allocated only at vertices of a given clique,
the numbers of allocated particles at these vertices grow according to a multi-
nomial model in the case when α = β. The allocation probabilities of this
multinomial model are determined by the configuration of existing particles in
the neighbourhood of the clique which remains unchanged since the start of the
localisation. In other words, the multinomial model is determined by the limit
quantities Cvu that depend on the state of the process at the time moment,
when localisation starts at the final clique. In the case α < β these quantities
irrelevant, and the numbers of particles at vertices of the final clique grow in the
same way as in the case of the complete graph described in the example below.

Example 3.1 (Complete graph). Consider the growth processX(n)=(X1(n),
. . . , Xm(n)) with parameters 0 < α < β on a complete graph withm ≥ 2 vertices
labeled by 1, . . . ,m. Let Zi(n) = Xi(n) − Xm(n), i = 1, . . . ,m − 1. By [14,
Lemma 3.3] the process of differences Z(n) = (Z1(n), . . . , Zm−1(n)) ∈ Zm−1 is
an irreducible positive recurrent Markov chain. Positive recurrence was shown
by applying Foster’s criterion (e.g. see [12, Theorem 2.6.4]) with the Lyapunov
function given by

g(z) =

m−1∑
i=1

z2
i , z = (z1, . . . , zm−1) ∈ Zm−1.

It should be noted that exactly the same fact (see [22, ]) is true for the process
of differences in the GPU model with the growth rate f(k) = e−λk, k ∈ Z+,
where λ > 0.

Remark 3.2. Localisation also occurs if 0 < β < α. In this case with probability
one the growth process localises at a single vertex, which is similar to the GPU
model with the growth rate give by the function f(k) = eαk.

Open problem: repulsive interaction The long term behaviour of the
growth process in the case when λ := α = β < 0 is largely unknown. In this
case the interaction between the process’s components is repulsive, which greatly
complicates the study of the process’s behaviour. Below we briefly describe some
known results and state an open problem.

Consider the growth process on a cycle graph G = {1 ∼ 2 ∼ . . . ∼ m ∼ 1}
(i.e. with m vertices labelled by 1, . . . ,m) with parameters λ := α = β < 0.
Start with a special semi-deterministic case of the process obtained by formally
setting λ = −∞. Namely, in this case given the process’s state x = (x1, . . . , xm)
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(where xi denotes, as before, the number of particles at vertex i) a next particle
is allocated to a vertex xi for which the quantity ui = xi−1 + xi + xi+1 (with
convention 1 − 1 = m and m + 1 = 1) is minimal. If there is more than one
such vertex, then one of them is chosen at random. In this semi-deterministic
model if the number of vertices of the graph is m = 4, then, given any initial
configuration particles will be placed with probability one only at a pair of non-
adjacent vertices (i.e. either at vertices {1, 3}, or at vertices {2, 4}). Moreover,
after a finite number of steps the numbers of particles at the vertices of the
final pair differ by no more than 1 and equal to each other every other step.
Similar but much more complicated limit behaviour is observed in the case of
the cycle graph with arbitrary number of vertices. We refer to [23] for further
details, where complete classification of the long term behaviour of the model
with λ = −∞ on the cycle graph is given.

In the case −∞ < λ < 0 only a partial result is known in the case of the cycle
graph with even number of vertices. Namely, it is shown in [22] that if initially
there are no particles, then with a positive probability particles can be allocated
either only at even, or only at odd vertices. The complete classification of the
limit behaviour of the model in the case −∞ < λ < 0 is an open problem.

4. The reversible model

4.1. The model definition

In this section we consider a probabilistic model which is a version of the
growth process (defined in Section 3.1) obtained by allowing deposited particles
to depart from the graph.

It is convenient to define the model in terms of a continuous time Markov
chain (CTMC). The model set up is as follows. Let, as before, G = (V,E) be
a finite graph with the set of vertices V and the set of edges E. Recall that
ev ∈ RV is the vector, the v-th coordinate of which is equal to 1, and all other
coordinates are zero. Consider a CTMC X(t) = (Xv(t), v ∈ V ) ∈ ZV+ and the
transition rates rα,β(x,y), x,y ∈ ZV+ given by

rα,β(x,y) =


eαxv+β

∑
u∼v xu , for y = x + ev and x = (xv, v ∈ V ),

1, for y = x− ev and x = (xv, v ∈ V ) : xv > 0,

0, otherwise.

(4.1)
where α, β ∈ R are given constants.

Note that if the death rate was zero, then the CTMC X(t) would be a
continuous time version of the growth process. If β = 0, then CTMC X(t) is
a collection of independent processes labelled by the vertices of graph G. In
this case a component of the Markov chain is a continuous time birth-and-death
process on Z+ (or, equivalently, a nearest neighbour random walk on Z+) that
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evolves as follows. Given state k ∈ Z+ it jumps to k + 1 with the rate eαk and
jumps to k − 1 (if k > 0) with the unit rate. Such a process is a special case
of the birth-and-death (BD) process on the set on non-negative integers. The
long term behaviour of an integer valued BD process is well known. Namely,
given a set of transition characteristics one can, in principle, determine whether
the corresponding Markov chain MC is (positive) recurrent or (explosive, if
the time is continuous) transient, and compute various other characteristics of
the process. In particular, the general theory implies the following long term
behaviour of the CTMC X(t) in the independent case (i.e. when β = 0).

• If α < 0, then each component of X(t) is positive recurrent, and, hence,
X(t) is positive recurrent.

• If α = 0, then each component of X(t) is a reflected symmetric simple
random walk on Z+, which is null recurrent. The CTMC X(t) is null
recurrent if the number of components is either 1, or 2, and it is transient
if the number of components is 3 or more.

• If α > 0, then each component of X(t) is explosive transient, and, hence,
the CTMC X(t) is explosive transient.

If β 6= 0, then the CTMC X(t) can be regarded as a system of interacting
birth-and-death processes that are labelled by vertices of the graph and evolve
subject to interaction determined by the parameter β. Note that the presence
of interaction can significantly affect the collective behaviour of a system and
produce effects that might be of interest in modelling the evolution of multi-
component random systems. The model provides a flexible and mathematically
tractable choice for modelling various types of interaction. For example, if
β > 0, then the interaction between components is cooperative meaning that a
positive component accelerates growth of its neighbours. In the case β < 0 the
interaction is competitive, since components suppress growth of each other.

The CTMC ξ(t) was introduced in [24], where its long term behaviour was
studied in some special cases. In full generality the long term behaviour of
process was studied in [10]. Main results and research methods of these works
are explained below.

4.2. Long term behaviour of the model

In this section we review the main results of [10] concerning the long term
behaviour of the countable CTMC X(t). Recall countable CTMCs can be non-
explosive transient, explosive transient, null recurrent and positive recurrent. It
turns out that all these limit behaviours are realised in the case of the CTMC
X(t) depending on parameters α, β and on the structure of the underlying graph.
In addition, the long term behaviour of the Markov chain is largely determined
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by a relationship between parameters α, β and the largest eigenvalue of the
graph.

Let us give some definitions. Let A = (avu, v, u ∈ V ) be the adjacency
matrix of the graph G = (V,E), i.e. A is a symmetric matrix such that avu =
auv = 0 for u � v and avu = auv = 1 for u ∼ v. Since A is symmetric, its
eigenvalues are real. Denote them by λ1(G) ≥ λ2(G) ≥ · · · ≥ λn(G), so that
λ1 := λ1(G) is the largest eigenvalue (Perron-Frobenius eigenvalue). It is well
known that λ1(G) > 0 (except the case when the graph has no edges). Not that
in terms of the adjacency matrix A the birth rate in (4.9) can be written as
follows

e
αxv+β

∑
u∼v

xu
= eαxv+β(Ax)v . (4.2)

Further, an independent set of vertices in a graph G is a set of the vertices such
that no two vertices in the set are adjacent. The independence number κ = κ(G)
of a graph G is the cardinality of the largest independent set of vertices.

Theorem 4.1 below is an extract of [10, Theorem 2.3] that distinguishes
between recurrence and transience.

Theorem 4.1. Suppose that the graph G is connected and β 6= 0.

1. The CTMC X(t) is recurrent in the following two cases

(a) α < 0 and α+ βλ1(G) < 0;

(b) α = 0, β < 0 and κ(G) ≤ 2.

2. The CTMC X(t) is transient in all the cases below

(a) α > 0;

(b) α = 0 and β > 0;

(c) α = 0, β < 0 and κ(G) ≥ 3;

(d) α < 0 and α+ βλ1(G) ≥ 0.

The proof of the above result is greatly facilitated by the fact that the CTMC
X(t) is reversible, which in turn, allows to apply the method of electric networks.
This is explained in the next section.

4.3. Reversibility of the model

Let I be the unit V × V matrix, let e ∈ RV be the vector all components of
which are equal to 1, and let (·, ·) denote the Euclidean scalar product. Define
the following functions

Q(x) = −1

2
((αI + βA)x,x) = −α

2

∑
v

x2
v − β

∑
v∼u

xvxu, x = (xv, v ∈ V ) ∈ RV

(4.3)
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S(x) = (x, e) =
∑
v

xv, x = (xv, v ∈ V ) ∈ RV , (4.4)

W (x) = −Q(x)− α

2
S(x), x = (xv, v ∈ V ) ∈ RV . (4.5)

We claim that the CTMCX(t) is reversible with respect to the invariant measure

eW (x) = exp
{
−Q(x)− α

2
S(x)

}
= exp

{α
2

∑
u

xu(xu − 1) + β
∑
w∼u

xwxu

}
, x ∈ ZV+, (4.6)

Indeed, given v ∈ V and x ∈ ZV+ we have that

−Q(x)− α

2
S(x) + αxv + β(Ax)v = −Q(x + ev)−

α

2
S(x + ev).

Therefore,

eW (x) exp
{
αxv + β

∑
u∼v

xu

}
= exp

{
−Q(x)− α

2
S(x)

}
exp{αxv + β(Ax)v}

= exp
{
−Q(x + ev)−

α

2
S(x + ev)

}
= exp

{
W (x + ev)

}
which, recalling (4.1), means that the detailed balance equation

eW (x)rα,β(x,y) = eW (y)rα,β(y,x) for x,y ∈ ZV+, (4.7)

holds for CTMC X(t) and the invariant measure (4.6).

Remark 4.1. It should be noted that rewriting equation (4.8) as follows

eαxveW (x) = e−β
∑
u∼v xueW (x+ev), (4.8)

shows that the measure eW (x), x ∈ ZV+ is also invariant for the CTMC Y (t) =
(Yv(t), v ∈ V ) with the transition rates r̂α,β(x,y), x,y ∈ ZV+ given by

r̂α,β(x,y) =


eαxv , for y = x + ev, and x = (xv, v ∈ V ),

e−β
∑
u∼v xu , for y = x− ev and x = (xv, v ∈ V ) : xv > 0,

0, otherwise.

(4.9)

It is shown in [10] that the long term behaviour of CTMC Ŷ (t) is largely the
same as the long term behaviour of the CTMC X(t).
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Reversibility of a Markov chain allows to apply the method of electric net-
works for determining whether the Markov chain is recurrent or transient. The
idea is that recurrence/transience of the reversible Markov chain can be estab-
lished by analysing the so called effective resistance of a certain electric network.
In the case of the CTMC X(t) the corresponding electric network is defined as
follows.

The CTMC X(t) can be interpreted as a nearest neighbour random walk on
the lattice graph ZV+, i.e. the graph with vertices x = (xv, v ∈ V : xv ∈ Z+),
where vertices x,y ∈ ZV+ are connected by an edge if the Euclidean distance
‖x− y‖ = 1 (i.e. x and y are nearest neighbours on the lattice).

The electric network on this graph is obtained by assigning conductance
(resistance−1) to each edge, which is done as follows. Given x ∈ ZV+ and v ∈ V
assign the conductance eW (x), where the function U is defined in (4.5) for each
edge (x− ev,x) with xv ≥ 1. In other words, the edge conductance is equal to
the value of the invariant measure of the CTMC X(t) at the state x. The edge
(0, ev) v ∈ V , where 0 is the origin, is assigned the unit conductance. Resistance
of an edge is defined the reciprocal of conductance.

By the general method, the CTMC X(t) is recurrent (transient), if the so
called effective resistance of the described electric network on the graph ZV+ is
infinite (finite). The effective resistance in this case if defined, loosely speaking,
as the resistance between the origin 0 and “infinite” vertex (see [9] for details).
It turns out that in the case of the CTMC X(t) the effective resistance of the
electric network is relatively easy to estimate (see [10] for further details).

Further, the detailed balance equation can be solved for the model provid-
ing analytically tractable equation for the invariant measure. This allows to
distinguish between null and positive recurrence.

4.4. Recurrent cases

The fact that the invariant measure of the Markov chain is known allows
to distinguish between the null and positive recurrence in the recurrent cases
of Theorem 4.1. This is done by analysing whether the invariant measure can
be normalised to define the stationary distribution. A direct computation gives
that in the case 1(a) of the theorem, i.e. when α < 0 and α+ βλ1(G) < 0, the
invariant measure is summable, that is

Zα,β,G :=
∑
x∈ZV+

eW (x) <∞. (4.10)

Recalling that an irreducible CTMC is positive recurrent if and only if it has a
stationary distribution and is non-explosive. Since a recurrent CTMC is non-
explosive we immediately obtain that if α < 0 and α + βλ1(G) < 0, then X(t)
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is positive recurrent with the stationary distribution given by

µα,β,G(x) =
1

Zα,β,G
eW (x) for x = (xv, v ∈ V ) ∈ ZV+. (4.11)

In contrast, the Markov chain is null recurrent in the case 1(b) of the theorem.
Indeed, if α = 0, then

Zα,β,G =
∑
x∈ZV+

eW (x) ≥
∞∑
k=0

eW (kev) =

∞∑
k=0

1 =∞,

where v ∈ V is any given vertex, i.e. the stationary distribution does not exist
in this case (regardless of other characteristics of the model). Therefore, in the
case α = 0 the Markov chain cannot be positive recurrent, and, hence, in the
recurrent case when β < 0 and κ(G) ≤ 2 the Markov chain is just null recurrent.

Remark 4.2. In addition, note in [24] positive recurrence of the CTMC X(t)
was shown by using the Foster’s criterion for positive recurrence in the case
when α < 0, β > 0 and α + βmaxv∈V dv(G) < 0, where dv(G) is the number
of neighbours of the vertex v ∈ V , i.e. the number of vertices that are adjacent
to v (the degree of the vertex v). The criterion was applied with the Lyapunov
function f(x) = (Q(x),x), where Q is the quadratic function defined in (4.3).

4.5. Transient cases

In the case of a transient CTMC it is natural to ask whether the CTMC is
explosive. Note first that in the transient case 2(c) of Theorem 4.1 (i.e. when
α = 0, β < 0 and κ(G) ≥ 3) the CTMC X(t) is non-explosive. Indeed, it is easy
to see that if α = 0, β < 0, then the transition rates are uniformly bounded by
1, and, hence, the process cannot be explosive. In addition, note that in general
there are only two possible long term behaviours of the Markov chain if α = 0
and β < 0. Namely, by the results above CTMC ξ(t) is either non-explosive
transient or null recurrent, and this depends only on the independence number
of the graph G.

Further, it was shown in [10, Lemma 6.3] that in the transient case α < 0
and β = −α

λ1(G) the CTMC X(t) is not explosive. Although the transition rates

are unbounded in this transient case, the process tends to infinity by staying
in a domain where the rates are bounded, which prevents the explosion. This
effect is rather easy to understand in the case when the graph consists of just two
adjacent vertices (see [24, Theorems 1 and 4]), when the process is a special case
of non-homogeneous random walks in the quarter plane. In this case, if α < 0
and β = −α, then the process is pushed away from the boundaries (where
the rates can be arbitrarily large) towards the diagonal of the quarter plane,
where the rates are bounded (see Figure 3). The same effect of non-explosion
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takes place in the general case, although its proof is not straightforward (see [10,
Lemma 6.3]). It should be noted that the diagonal here is the line determined by

the vector (1, 1)T , which is the eigenvector of the adjacency matrix A =

[
0 1
1 0

]
of the graph G = {1 ∼ 2}, that corresponds to the principle eigenvalue 1. If
α < 0 and β = −α, then the rates around the diagonal are unbounded and the
process becomes explosive (see an open problem below concerning explosion in
the general case).

Further, recall that dv(G) denotes the number of neighbours of a vertex v.
It was shown in [24, Theorems 1 and 2] that the Markov chain is explosive in
the following cases:

(i) α > 0, β < 0;

(ii) α+ βmin
v∈V

dv(G) > 0 including subcases

– α > 0 and β ≥ 0;

– α = 0 and β > 0;

– α < 0 and β > |α|
minv∈V dv(G) .

In particular, in the cases 2(a), 2(b) of Theorem 4.1 the CTMC X(t) is explosive.

Open problem: explosion Recall that in general minv∈V dv(G) ≤ λ1(G),
i.e. the maximal eigenvalue of a graph G is not less than the minimal vertex
degree of the graph. The above results concerning explosions do not include the
transient case when

α < 0 and − α

λ1(G)
< β ≤ − α

minv∈V dv(G)
,

which remains unsolved. It was conjectured in [10] that in this case the CTMC
X(t) is explosive. The conjecture is based on the intuition explained in the two-
dimensional case above. Namely, that in this transient case the process escapes
to infinity by “following” the line {sv1 : s ∈ R}, where v1 is the eigenvector
corresponding to the largest eigenvalue λ1(G), and the transition rates grow
exponentially along this line.

4.6. Phase transition

There is a phase transition phenomenon in the long term behaviour of CTMC
X(t) in the case α < 0. Indeed, in this case we have the following classification
of the process’s behaviour

• Let α < 0.
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(i) If β < − α
λ1(G) , then X(t) is positive recurrent. This includes the case

when β = 0, i.e. when X(t) is formed by a collection of independent
positive recurrent reflected random walks on Z+, and is thus positive
recurrent.

(ii) If β = − α
λ1(G) , then X(t) is non-explosive transient.

(iii) If − α
λ1(G) < β < − α

minv∈V dv(G) , then X(t) is transient. It is conjec-

tured that X(t) is explosive transient (see the open problem in the
preceding section).

(iv) If β > − α
minv∈V dv(G) , then X(t) is explosive transient.

If β < 0, then interaction in this case is competitive, as neighbours obstruct the
growth of each other. The competition implies positive recurrence of the process
(which is positive recurrent even without interaction). Suppose now that β is
positive. One could intuitively expect that if β is not large, i.e. the cooperative
interaction is not strong, so that the Markov chain is still positive recurrent.
On the other hand, if β > 0 is sufficiently large, then the intuition suggests that

the Markov chain might become transient. It turns out, that βcr = |α|
λ1(G) is

the critical value at which the phase transition occurs. Precisely at this value
of β the Markov chain is non-explosive transient. Moreover, it is conjectured
that given α < 0 the corresponding critical value βcr is the only value of the
parameter β when the Markov chain is non-explosive transient.

4.7. Examples

The largest eigenvalue of the adjacent matrix of the underlying graph plays
essential role is determining the long term behaviour of the CTMC X(t). Es-
timation of this eigenvalue, and more generally, graph eigenvalues, is a very
important problem in many applications. There are well known bounds for the
largest eigenvalue λ1, although its explicit value is known only in some special
cases. Below we give several simple examples where the largest eigenvalue λ1 can
be computed explicitly, which allows to rewrite the conditions of Theorem 4.1
in the case α < 0 in more explicit form.

Example 4.1. If G = (V,E) is with constant vertex degrees d, then λ1(G) =
minv∈V dv(G) = d. For example, d = 1 for a graph consisting of two adjacent
vertices, and d = 2 in for a cycle graph with at least three vertices. In this case
the Markov chain is positive recurrent if and only if α < 0 and α+βd < 0. If α <
0 and α+ βd = 0, then the Markov chain is non-explosive transient, and if α+
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βd > 0, then it is explosive transient. Figures 3 and 4 sketch directions of mean
jumps of the process in the simplest case of just two interacting components.

Figure 3. G = {1 ∼ 2}, α < 0, β > 0. Left: α+ β < 0; Right: α+ β ≥ 0.

Figure 4. G = {1 ∼ 2}, α > 0, β < 0. Left: α+ β < 0; Right: α+ β > 0.

Example 4.2. Assume that the graph G is a star K1,m with m = n − 1 non-
central vertices, where m ≥ 1. A direct computation gives that λ1 =

√
m.

Hence, the Markov chain is positive recurrent if and only if α < 0 and α+β
√
m <

0. If α < 0 and α+ β
√
m ≥ 0, then the Markov chain is transient.

Example 4.3. Consider a linear graph with n+ 2 vertices, where n ∈ Z+, that
is a graph whose vertices can be enumerated by natural numbers 1, . . . , n + 2,
and such that 1 ∼ 2 ∼ · · · ∼ n + 1 ∼ n + 2. If n = 0, then this is the simplest
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case of a constant degree graph, and if n = 1, then this is the simplest case
of a star graph. If n ≥ 2, then the adjacency matrix A of this graph is the
tridiagonal matrix given below

A =



0 1 O
1 0 1

1 · ·
· · ·
· · ·
· · 1

O 1 0


(n+2)×(n+2)

This is the tridiagonal symmetric Toeplitz matrix which eigenvalues are given
by

λk = 2 cos

(
kπ

n+ 3

)
, k = 1, . . . , n+ 2.

The maximal eigenvalue is λ1 = 2 cos
(

π
n+3

)
. Thus, the CTMC X(t) is positive

recurrent if and only if α < 0 and α + 2β cos
(

π
n+3

)
< 0. If α < 0 and

α+ 2β cos
(

π
n+3

)
≥ 0, then the Markov chain is transient.

Two next examples (from [10]) are the cases when the process is null recur-
rent, and this essentially is determined by the independence number κ(G).

Example 4.4. Let, as in Example 4.2, G be a star K1,m, where m ≥ 1. Then
κ(G) = m = n− 1. Assume that α = 0 and β < 0. Then, the Markov chain is
null recurrent if n ≤ 3, and transient if n ≥ 4.

Example 4.5. Let G be a cycle Cn, where n ≥ 3. Then κ(G) = bn/2c. Assume
that α = 0 and β < 0. Then, the Markov chain is null recurrent if n ≤ 5, and
transient if n ≥ 6.

4.8. The model with finite components

In this section we consider a version of the reversible model obtained by
limiting the maximum number of particles at a vertex.

As before, let G = (V,E) be a finite connected graph with the adjacency
matrix A. Let ΛN = {0, . . . , N}V , where N ≥ 1 is a given natural num-
ber. Consider a CTMC X̂(t) = (X̂v(t), v ∈ V ) ∈ ΛN with transition rates
r̂α,β(x,y), x,y ∈ ZV+ given by

r̂α,β(x,y) =


eαxv+β

∑
u∼v xu , for y = x + ev and x = (xv, v ∈ V ) : xv < N,

1, for y = x− ev and x = (xv, v ∈ V ) : xv > 0,

0, otherwise.

(4.12)
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where α, β ∈ R are given constants. In other words, the CTMC X̂(t) evolves
precisely as the CTMC X(t) transition rates (4.1) subject to the constraint that
at most N particles can be placed at a vertex.

Similarly to the CTMC X(t), the finite CTMC X̂(t) is irreducible and re-

versible with the stationary distribution µ
(N)
α,β,N (x), x ∈ ΛN , given by

µ
(N)
α,β,G(x) =

1

Zα,β,G,N
eW (x) for x = (xv, v ∈ V ) ∈ ΛVN , (4.13)

where the function U is defined in (4.5), and

Zα,β,G,N =
∑

x∈ΛVN

eW (x).

By the ergodic theorem for finite irreducible CTMC’s the distribution of X̂(t)
converges to the stationary distribution (4.13), as t→∞.

Remark 4.3. Note that if N = 1 (in which case the parameter α is redundant)
the measure (4.13) is equivalent to a special case of the celebrated Ising model on
the graph G. Indeed, the change of variables yv = 2xv− 1 induces a probability

measure on {−1, 1}V that is proportional to exp
(
β
4 (
∑
v∼u yvyu + 2

∑
v yv)

)
.

The latter corresponds to the Ising model with the inverse temperature β/4
and the external field h = β/2 on the graph G.

In the rest of this section we show that, under certain assumptions, the
probability measure (4.13) possesses monotonicity properties that are similar to
those of the ferromagnetic Ising model.

We start with recalling some necessary definitions by adopting those from [6].
Let G = (V,E) be an arbitrary graph (not necessarily finite), and let, as be-
fore, ΛN = {0, . . . , N}V . Let FG,N be a standard σ-algebra of subsets of ΛN
generated by cylinder sets (if the graph G = (V,E) is finite, then FG,N is
just a set of all subsets of ΛN ). Define a partial order on the set ΛN . Given
x = (xv, v ∈ V ) ∈ ΛN and x′ = (x′v, v ∈ V ) ∈ ΛN we write x ≤ x′, if xv ≤ x′v
for all v ∈ G. A probability measure µ on (ΛN ,FG,N ) is said to be monotone if

µ(xv ≥ k|x = z off v) ≤ µ(xv ≥ k|x = y off v), (4.14)

for all v ∈ V , k ∈ {0, . . . , N} and z,y ∈ ΛV \{v},N such that z ≤ y, µ(x =
z off v) > 0 and µ(x = y off v) > 0.

Theorem 4.2. Let β > 0. Then the probability measure µ
(N)
α,β,G is monotone.

Proof of Theorem 4.2. Start with an auxiliary statement (which generalises Lem-
ma 3.1 in [25]).
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Proposition 4.1. Let P = (pk, k ∈ Z+) and Q = (qk, k ∈ Z+) be discrete
probability measures on Z+. If piqj ≤ pjqi for all 0 ≤ j < i, then P({i : i ≥
k}) ≤ Q({i : i ≥ k}) for k ≥ 1, i.e. the measure Q stochastically dominates the
measure P.

Proof. A direct computation gives that

P({i : i ≥ k})− Q({i : i ≥ k}) =

∞∑
i=k

pi −
∞∑
i=k

qi ±

( ∞∑
i=k

pi

)( ∞∑
i=k

qi

)

=

∞∑
i=k

pi

k−1∑
j=0

qj −
∞∑
i=k

qi

k−1∑
j=0

pj

=

k−1∑
j=0

∞∑
i=k

(piqj − pjqi) ≤ 0,

for k ≥ 1, as required. 2

Given a vertex v ∈ V and configurations y, z∈ΛN,V \{v}={0, 1, . . . , N}V \{v},
such that y ≤ z, define probability distributions

P = (pk = µ
(N)
α,β,G(xv = k|x ≡ y off v, k = 0, . . . , N)

and
Q = (qk = µ

(N)
α,β,G(xv = k|x ≡ z off v, k = 0, . . . , N)

and show that

P({k,N}) ≤ Q({k,N}) for k ∈ {0, . . . , N}. (4.15)

A direct computation gives that

pk =
e
αk(k−1)

2 +kβ(Ay)v∑N
i=0 e

αi(i−1)
2 +iβ(Ay)v

and
e
αk(k−1)

2 +kβ(Az)v∑N
i=0 e

αi(i−1)
2 +iβ(Az)v

. (4.16)

Therefore

piqj − pjqi =
eα

i(i−1)+j(j−1)
2 eiβ(Ay)v+j(Az)v

(
1− e(i−j)β(A(z−y))v

)[∑N
i=0 e

αi(i−1)
2 +iβ(Ay)v

] [∑N
i=0 e

αi(i−1)
2 +iβ(Az)v

] .

Since zu − yu ≥ 0, we have that

(A(z− y))v =
∑
u∼v

(zu − yu) ≥ 0,

which gives 1 − e(i−j)β(A(z−y))v ≤ 0, and, hence, piqj ≤ pjqi for 0 ≤ j < i.
Equation (4.15) is now follows from Proposition 4.1. Consequently, the measure

µ
(N)
α,β,G is monotone, as claimed. 2
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By [6, Theorem 4.11], a monotone probability measure on (ΛN ,FG,N ) has

positive correlations, that is µ
(N)
α,β,G(A ∩ B) ≥ µ

(N)
α,β,G(A)µ

(N)
α,β,G(B) for any in-

creasing events A,B ∈ FG,N (an event A ∈ FG,N is said to be increasing if
1{x∈A} ≤ 1{x′∈A} for x ≤ x′). It is well known (e.g. see [5], [6]) that positivity
of correlations implies existence of the limit for the probability measure (4.13)
in the large graph limit, i.e. as the underlying graph G indefinitely expands
in an appropriate sense. For example, consider a sequence of graphs Gn given
by d-dimensional cubes of volume n centered at the origin. If β > 0, then

the sequence of corresponding model distributions µ
(N)
α,β,Gn

converges to a limit
distribution, as n tends to infinity (convergence is understood in the sense of
the weak convergence of finite-dimensional distributions). This limit measure
corresponds, in terminology of statistical physics, to the so-called empty (zero)
boundary conditions. Existence of a limit measure in the case of other fixed
boundary conditions (e.g. when all spins on the boundary of a graph Gn are
equal to N) can be shown similarly. Uniqueness of the limit measure, i.e. that
the limit measure does not depend on the boundary conditions, is an open
problem.

We are now going to show that the measure µ
(N)
α,β,G possesses a monotonicity

property in the parameter β. Recall that given probability measures µ and
µ′ on (ΛN ,FG,N ) the measure µ is said to be dominated by µ′ (µ ≤ µ′), if
µ(A) ≤ µ′(A) for every increasing event A ∈ FG,N .

Theorem 4.3. If β1 ≤ β2, then µ
(N)
α,β1,G

≤ µ(N)
α,β2,G

.

Proof. Given x ∈ ΛN let pk = µα,β1,N (xv = k|x) and qk = µα,β2,N (xv = k|x) for
k = 0, . . . , N , and consider probability distributions P = (pk, k = 0, . . . , N) and
Q = (qk, k = 0, . . . , N) on {0, . . . , N}. By the Holley theorem (e.g. Theorem
4.8 in [6]), it suffices to show that P ≤ Q, i.e. P({k,N}) ≤ Q({k,N}) for
k = 0, . . . , N − 1. Using equation (4.16), as in the proof of Theorem 4.2, we

obtain that pk ∼ e
αk(k−1)

2 +kβ1(Ax)v and qk ∼ e
αk(k−1)

2 +kβ2(Ax)v , k = 0, . . . , N .
Since β2 − β1 ≥ 0 we have that β2(Ax)v − β1(Ax)v = (β2 − β1)

∑
u∈V xu ≥ 0,

and, hence,

piqj − pjqi ∼ exp
{
α
i(i− 1) + j(j − 1)

2

}
exp{iβ1(Ax)v + jβ2(Ax)v}

×
(
1− exp

{
(i− j)[β2(Ax)v − β1(Ax)v]

})
≤ 0, if 0 ≤ j < i.

By Proposition 4.1, P ≤ Q, and the theorem follows. 2

5. CSA point process

In this section we consider a point process motivated by the CSA model.
We call this process by the CSA point process. The construction of the CSA
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point process is reminiscent to the CSA time series model in Section 2. The
key difference between the two models is that the CSA point process is a model
for unordered point patterns, while the CSA time series model is a model for
sequential point patterns.

The CSA point process is defined, similarly to other point processes, as
a probability measure on the set of finite point configurations of a subset of
Euclidean space. Such a measure is usually specified by a density with respect
to the Poisson point process with the unit intensity.

Start with some notations and definitions. Let D be a compact convex
subset of Rd that has a positive Lebesgue measure. For n ≥ 1 define n-point
configuration in D as unordered set of points x = {x1, . . . , xn}, xi ∈ D, i =
1, . . . , n, such that xi 6= xj i 6= j. Let F be a set of all finite point configurations
in D including the empty set ∅ (the empty set corresponds to n = 0). Let F be
a σ-algebra of subsets of F , such that all maps x→ |x ∩B|, where B ⊆ D and
| · | is the cardinality of a discrete set, are measurable with respect to F .

Let PΠ be the distribution of Poisson point process with the unit intensity
on the set D, i.e. it is the probability measure on (F,F) given by

PΠ(A) = e−|D|
(
1{∅∈A} +

∞∑
n=1

1

n!

∫
Dn

1{{x1,...,xn}∈A}dx1 . . . dxn

)
, A ∈ F , (5.1)

where 1B denotes the indicator function of set B.
The CSA point process with the interaction radius R > 0 and parameters

(βm ≥ 0, m ∈ Z+) is a probability measure on (F,F) specified by the following
density (with respect to measure (5.1))

f(x) = Z−1
∏
xk∈x

βν(xk,x), (5.2)

where ν(xk,x) is the number of neighbours of a point xk in a finite point con-
figuration x = {x1, . . . , } (defined in (2.1)),

Z = e−|D|
(

1 +

∞∑
n=1

1

n!

∫
Dn

n∏
k=1

βν(xk,x)dx1 . . . dxn

)
, (5.3)

i.e. Z is the normalising constant.
The process is well defined if Z <∞. It was shown in [8, Lemma 1] that, if

there exists a constant C > 0, such that βm ≤ Cmα for all m with some α < 1,
then the CSA point process (5.2) is well-defined.

It turns out that the CSA point process is a special case of the class of
interacting neighbours (INP) point process (introduced in [7]). An INP process
is specified by a density (with respect to the Poisson point process with the unit
intensity) proportional to a function of the form

∏
xk∈x

g(xk,x), where, in turn,
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g : D × F → R+ is a non-negative measurable function. The density (5.2) is
obtained by setting

g(x, z) =
∑
m≥0

βm1{|z|=m}.

It is easy to see that the construction of the CSA point process is reminiscent
to the construction of CSA model for time series of spatial locations in Section 2.
By this similarity the CSA point process is also useful for modelling a wide
spectrum of point configurations from regular ones to various clustered point
patterns.

Some special cases of the CSA point process are the well known in spatial
statistics point processes. Consider several examples.

1. A Poisson point process in the domain D with the intensity β > 0 is
obtained for βi ≡ β, i ≥ 0.

2. Assume that β0 = β and βi = 0 for i ≥ 1. The corresponding process is
the well known process with hard core interaction of intensity β and the
interaction radiusR. Realisations of a hard processes are point patterns, in
which the distance between any two points is not less than the interaction
radius R, i.e. a point has no neighbours.

3. A natural generalisation of the process with the hard core interaction is
the CSA process with a finite number of non zero parameters, that is
βi > 0 for 0 ≤ i ≤ N and βi = 0 for i > N , where N ≥ 0 is a given integer
(if N = 0, then we obtain the process with the hard core interaction).
Realisations of such a process are point patterns, in which a point can
have no more than N neighbours.

4. The famous in spatial statistics Strauss point process with the parame-
ters α > 0 and 0 < γ < 1 is obtained by setting βi = αγi/2, i ≥ 0.
Traditionally, its distribution is specified by a density (with respect to
Poisson point process with the unit intensity) proportional to the func-
tion α|x|γs(x), where s(x) is the number of pairs of neighbours in the
configuration x. It is easy to see that s(x) = 1/2

∑
xk∈x ν(xk,x), i.e. the

density (5.2) is the density of the Strauss process for the indicated choice
of the parameters.

Consider the CSA point process with a finite number of non zero β-para-
meters, i.e. the process in the item 3 above. Parameters of this process can
be estimated by adopting the estimation procedure described in the case of
the CSA time series model in Section 2.3. Namely, assume, as in Section 2.3
that the interaction radius R is known (or, somehow estimated). Then, given
an observation x = {x1, . . . , xn} the parameter N (the number of non-zero β-

parameters) can be estimated by N̂ = maxx∈x ν(x,x). Non-zero parameters β
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can be estimated by using MLE. However, unlike the CSA time series model, the
computation of MLE estimators here is not so straightforward. The difficulty
is that the computation of the model likelihood in the case of the CSA point
process requires the computation of the normalising constant (5.3) which is
not analytically tractable. This is the well-known common problem in MLE
estimation of parameters of a point process given by a density with respect to the
Poisson point process. The normalising constant can be computed/estimated
numerically by using the Markov chain Monte-Carlo method. Implementation
of the latter is not straightforward for point processes and requires advanced
simulation techniques (e.g. the method of perfect simulation). This is in contrast
to the case of the CSA time series model, where the classic Monte-Carlo is rather
effective (see Remark 2.4).
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Abstract. The symmetric birth and death stochastic process on the non-nega-
tive integers x ∈ Z+ with polynomial rates xα, α ∈ [1, 2], x 6= 0, is studied. The
process moves slowly and spends more time in the neighborhood of the state
0. We prove the convergence of the scaled process to a solution of stochastic
differential equation without drift. Sticking phenomenon appears at the limiting
process: trajectories, starting from any state, take finite time to reach 0 and
remain there indefinitely.
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1. Introduction

A birth-and-death process is a continuous-time Markov process with states
x ∈ Z+ := {0, 1, 2, . . .} (representing the population size) and with transitions
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occurring between neighboring states: from a given state x ∈ Z+ the process
jumps to a neighbouring state x+1 with a rate λ(x), and to x−1 with a rate µ(x).
Such simple processes are commonly accessible for analytical studies and they
serve as valuable tools for modelling a wide range of phenomena, encompassing
various fields, owing to their versatility and simplicity.

Mathematically, birth-death processes offer a foundational framework for in-
vestigating diverse facets of limiting theorems within non-homogeneous spatial
settings. Our previous studies [1–4] on large deviations of birth-death pro-
cesses have been dedicated to the case of polynomial transition rates λ(x) =
λxl, µ(x) = µxm. In all these papers we used the technique (changes of mea-
sures) introduced in [4]. Curiously, this technique encounters limitations when
dealing with the symmetric case where λ(x) = µ(x).

Recently, in our work [5], we achieved significant progress by studying the
case λ(x) = µ(x) = x ∈ {1, 2, . . . , N}, employing a large deviation technique
described in [6]. The model is symmetric in transition rates and spatially inho-
mogeneous, resulting in a deceleration of the process dynamics near the state
x = 1. The scaling employed (with respect to N) leads to a concentration of
the process around the initial point. However, it is important to note that the
invariant measure tends to localize at zero. Consequently, we hypothesized that
utilizing the diffusion scaling, (2.2) (see, (2.1) for the generator of the scaled
process) could be a promising approach to achieve a limiting process capable of
localizing or exhibiting “sticking” behavior at zero.

Here we develop this idea. Furthermore, we extend the model by considering
polynomial transition rates of the form λ(x) = µ(x) = xα, where α ≥ 0. The
case α = 1 corresponds to the model discussed in [5]. Our primary objective is
to examine the limiting behaviour of the process near zero, depending on the
parameter α. To facilitate this analysis, we have expanded the state space of
the birth-death process to include all non-negative integers on a half-line Z+.
We are constrained to the case where α falls within the interval [1, 2].

Utilizing the martingale techniques [7] we establish that under the scaling
(2.2) the limit of this process is a solution to the stochastic differential equation
(SDE) (2.4). The solution is proven to be unique when α lies within the inter-
val [1, 2]. Notably, for all α ∈ [1, 2), this unique solution possesses a remarkable
property: once the process reaches the boundary at 0, it remains there indefi-
nitely. On the other hand, if α = 2 the (well-known) solution of (2.4) will never
reach zero, when starting from a positive initial state.

Another motivation for our study of this process comes from the field of
physics. The study [5] offers a perspective on the famous matter-antimatter
imbalance problem. The matter-antimatter imbalance, an intriguing and un-
solved problem in Physics, continues to captivate attention. We propose that
the observed imbalance originates from the inhomogeneity within stochastic
competition between matter and antimatter.
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To model this competition, in [5] we employ a birth-death process, where
the rescaled states { 1

N
,

2

N
, . . . ,

N − 1

N
, 1
}

represent the relative amount of antimatter with respect to the total matter
in the Universe of size N . More precisely, if the relative amount of antimatter
is k

N , then the absoulut amount of the antimatter and matter are k
N+kN and

N
N+kN , respectively, and the transition rate in each neighbour state is k. When
the scaled process is close to 1, it signifies an almost equal amount of matter
and antimatter, leading to high-frequency transitions between nearest states,
typically of order N . Conversely, when the relative amount of antimatter is
low, corresponding to a small states (near 0) in the scaled process, the transition
frequency slows down.

Here we extend the modelling of (relative) antimatter processes originally
considered in [5]. The state space of the resulting process is the set of non-
negative real numbers R≥0, unlike the process in [5] with the states in interval
[0, 1]. However, the behaviour near zero for both processes remains to be the
same. When α = 1, this extension retains the interpretation provided previ-
ously. Furthermore, in the context of matter-antimatter balance, the resulting
diffusion process reveals that when the antimatter proportion approaches zero,
it will persist at that level indefinitely. This may explain the scarcity of anti-
matter in the Universe.

The rest of the paper consists of three sections. In Section 2, we formulate
and prove the main results for α ∈ [1, 2]. In Section 3 we briefly discuss the case
when α /∈ [1, 2]. Auxiliary results are in Section 4.

2. Definition and main results

Consider a homogeneous in time Markov process ξ(t), t ≥ 0 (continuous
time), with state space E := {0} ∪ N, whose transition probabilities satisfy the
following system of equalities for ∆→ 0

P(ξ(t+ ∆) = y | ξ(t) = x) =


λxα∆ + o(∆), y = x± 1, x 6= 0,

b∆ + o(∆), y = 1, x = 0,

1− 2λxα∆ + o(∆), y = x, x 6= 0,

1− b∆ + o(∆), y = 0, x = 0,

where λ > 0, b > 0 and α ≥ 0 are parameters of the process. In order to find a
proper scaling, we choose the space scaling N ∈ N, and find suitable time-scaling
by calculating generator. Let Nγ > 0 be the time-scaling which corresponds to
the space-scaling N . Consider the process

ξN (t) =
ξ(Nγt)

N
, t ∈ [0, T ],
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with its generator GN on the state space EN = 1
NE, such that for a given

xN ∈ EN we have

GNf(xN ) := lim
∆→0

1

∆

(
E(f(ξN (∆)))− f(xN )

)
= lim

∆→0

1

∆

((
f(xN + 1

N )− f(xN )
)
λ(NxN )αNγ∆

+
(
f(xN − 1

N )− f(xN )
)
λ(NxN )αNγ∆ + o(Nγ∆)

)
=N2(f(xN + 1

N )− 2f(xN ) + f(xN − 1
N ))λN−2(NxN )αNγ .

Here f is a twice differentiable function with compact support. Observe that if
α+ γ − 2 = 0, and xN → x, then

lim
N→∞

GNf(xN ) = λxαf ′′(x). (2.1)

This tells us that the correct time scaling should be

γ = 2− α.

Further, we deal with the scaled process

ξN (t) =
ξ(N2−αt)√

λN
, t ∈ [0, T ], (2.2)

where N ∈ N is increasing to infinity scaling parameter, T > 0 is a fixed positive
constant. We are interested in limiting distribution for this sequence of scaled
processes. To not overload the notation, we will omit the symbol α in the scaled
process (2.2). However, it will be evident in each case that α is considered.

Assume the sequence of initial states ξN (0) = xN satisfies

lim
N→∞

xN = x, (2.3)

where x non-negative real number.
The main result here concerns convergence of the scaled process (2.2) under

the condition (2.3). For a given positive T , let D[0, T ] denote the set of càdlàg
functions on the time interval [0, T ], equipped with the Skorokhod metric. We
prove the following theorem.

Theorem 2.1. Let α ∈ [1, 2], and suppose that the condition (2.3) holds. Then
the sequence ξN (t) weakly converges (when N →∞) in D[0, T ] to the solution
of the following stochastic equation

X(t) = x+
√

2

∫ t

0

Xα/2(s)dw(s), t ∈ [0, T ]. (2.4)
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Note that the equation (2.4) has the unique strong solution with finite second
moment only if α ∈ [1, 2] or α = 0 (see, for example, [8, Chapter 4, Theorem
2.4, Theorem 3.2]). Indeed, [8, Theorem 2.4, Chapter 4], when applied to one-
dimensional SDE of the form:

dX(t) = b(X(t))dt+ σ(X(t))dw(t),

establishes the finiteness of the second moment of the solution for any t > 0
and ensures that the explosion time is infinite, provided the following condition
holds:

|b(x)|2 + |σ(x)|2 ≤ K(1 + |x|2),

for some constant K. Notably, in our case, with b(x) ≡ 0, σ(x) =
√

2xα/2, this
condition is satisfied when α ≤ 2. This essentially establishes the existence of
the solution of (2.4).

The uniqueness condition is provided by [8, Theorem 3.2, Chapter 4], which
asserts that if there exists a strictly increasing function ρ(u) on [0,∞) such that
ρ(0) = 0 and for a small ε > 0, the integral∫ ε

0

du

ρ2(u)
=∞

and
|σ(x)− σ(y)| ≤ ρ(|x− y|),

for all x, y, then pathwise uniqueness of solutions is guaranteed. These con-
ditions hold when we choose ρ(u) =

√
2uα/2, providing a lower bound for the

parameter α ≥ 1.
Note that if x = 0 and α ≥ 1, there exists a unique solution X(t) = 0 for all

t > 0, meaning that once the process reaches the state of zero, it will remain at
zero indefinitely.

Proof of Theorem 2.1

Consider an auxiliary random process ξ̃(t) extending the original process on
Z. The transition probabilities satisfiy the following system:

P(ξ̃(t+ ∆) = y | ξ̃(t) = x) =



λ|x|α∆ + o(∆), y = x± 1, x 6= 0,

b

2
∆ + o(∆), y = ±1, x = 0,

1− 2λ|x|α∆ + o(∆), y = x, x 6= 0,

1− b∆ + o(∆), y = 0, x = 0.

It is easy to see that thanks to the symmetry ξ(·) d
= |ξ̃(·)|. Thus, if the sequence

of random processes

ξ̃N (t) =
ξ̃(N2−αt)√

λN
, t ∈ [0, T ] (2.5)
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converges to some process X̃(·) as N → ∞ in the space D[0, T ], then the
sequence ξN (·) converges to |X̃(·)|.

Thus, we will show that the sequence ξ̃N (·) weakly converges in D[0, T ] to
the solution of the stochastic equation

X̃(t) = x+
√

2

∫ t

0

|X̃(s)|α/2dw(s), t ∈ [0, T ]. (2.6)

In order to prove this, we use the following alternative representation η(·) for
the ξ̃(·):

η(t) := ξ̃(0) +

∞∑
k=−∞

∫ t

0

I(η(s−) = k)νk(ds)−
∞∑

k=−∞

∫ t

0

I(η(s−) = k)µk(ds),

(2.7)
where the Poisson processes νk, µk, k ∈ Z with rates

Eνk(1) = Eµk(1) = λkα, k ∈ Z \ {0},

and

Eν0(1) = Eµ0(1) =
b

2
,

are independent. Lemma 4.1 proves that indeed

ξ̃(·) d
= η(·).

Thus, if the limit of the sequence (2.5) exists, then it should coincide with the
limit of the sequence of processes

ηN (t) :=
η(N2−αt)√

λN
, t ∈ [0, T ],

where η(·) is defined by (2.7).

Remark 2.2. It is easy to see that

η(t) = ξ̃(0) +

∞∑
k=−∞

∫ t

0

I(ξ(s−) = k)ν̃k(ds)−
∞∑

k=−∞

∫ t

0

I(ξ(s−) = k)µ̃k(ds),

where

ν̃k(ds) = νk(ds)− λ|k|αds, µ̃k(ds) = µk(ds)− λ|k|αds, k ∈ Z,

ν̃0(ds) = ν0(ds)− b

2
ds, µ̃0(ds) = µ0(ds)− b

2
ds.

Thus, the random process η(t) is a martingale with respect to the generated
filtration.
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Further, without loss of generality, we will assume λ = 1. According to
Remark 2.2, we obtain

ηN (t) =
η(N2−αt)

N
= xN +

1

N

∞∑
k=−∞

∫ N2−αt

0

I(η(s−) = k)ν̃k(ds)

− 1

N

∞∑
k=−∞

∫ N2−αt

0

I(η(s−) = k)µ̃k(ds)

= xN +
1

N

∞∑
k=−∞

∫ t

0

I

(
ηN (s−) =

k

N

)
ν̃k(dN2−αs)

− 1

N

∞∑
k=−∞

∫ t

0

I

(
ηN (s−) =

k

N

)
µ̃k(dN2−αs).

(2.8)

Let us find the quadratic characteristic of martingale ηN (·). Using Itô’s
formula (see, for example, [7, Chapter 2, §3, Theorem 1]) and (2.8), we obtain

(ηN (t))2 = x2
N +

∞∑
k=−∞

t∫
0

((
ηN (s) +

I
(
ηN (s) = k

N

)
N

)2

− η2
N (s)

− 2ηN (s)
I
(
ηN (s) = k

N

)
N

)
N2−α|k|αds

+

t∫
0

((
ηN (s) +

I (ηN (s) = 0)

N

)2

− η2
N (s)

− 2ηN (s)
I (ηN (s) = 0)

N

)
N2−α b

2
ds

+

∞∑
k=−∞

t∫
0

((
ηN (s)−

I
(
ηN (s) = k

N

)
N

)2

− η2
N (s)

+ 2ηN (s)
I
(
ηN (s) = k

N

)
N

)
N2−α|k|αds

+

t∫
0

((
ηN (s)− I (ηN (s) = 0)

N

)2

− η2
N (s)

+ 2ηN (s)
I (ηN (s) = 0)

N

)
N2−α b

2
ds

+

∞∑
k=−∞

t∫
0

((
ηN (s−) +

I
(
ηN (s−) = k

N

)
N

)2

− η2
N (s−)

)
ν̃k(dN2−αs)
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+

∞∑
k=−∞

t∫
0

((
ηN (s−)−

I
(
ηN (s−) = k

N

)
N

)2

− η2
N (s−)

)
µ̃k(dN2−αs)

=
2

Nα

∞∑
k=−∞

t∫
0

I

(
ηN (s) =

k

N

)
|k|αds

+
b

Nα

t∫
0

I (ηN (s) = 0) ds+MN (t),

where the martingale MN (t) is

MN (t) := x2
N

+

∞∑
k=−∞

t∫
0

((
ηN (s−) +

I
(
ηN (s−) = k

N

)
N

)2

− η2
N (s−)

)
ν̃k(dN2−αs)

+

∞∑
k=−∞

t∫
0

((
ηN (s−)−

I
(
ηN (s−) = k

N

)
N

)2

− η2
N (s−)

)
µ̃k(dN2−αs).

Thus, the martingale ηN (·) has the following quadratic characteristic

〈ηN (t)〉 =
2

Nα

∞∑
k=−∞

∫ t

0

I

(
ηN (s) =

k

N

)
|k|αds+

b

Nα

∫ t

0

I (ηN (s) = 0) ds.

(2.9)
According to [7, Chapter 8, §3, Theorem 1] it is sufficient to show that

lim
N→∞

xN = x (2.10)

and for any ε > 0

lim
N→∞

P

(
sup
t∈[0,T ]

|ηN (t)− ηN (t−)| ≥ ε

)
= 0, (2.11)

lim
N→∞

P
(

sup
t∈[0,T ]

∣∣∣∣〈ηN (t)〉 − 2

∫ t

0

|ηN (s)|αds
∣∣∣∣ ≥ ε) = 0. (2.12)

Statement (2.10) is exactly the condition (2.3), while (2.11) holds thanks to the
fact that a value of any increments of the process ηN (·) is equal to 1

N . Let us
show that the equality (2.12) holds too. Let us transform the first term on the
right in (2.9):

2

Nα

∞∑
k=−∞

∫ t

0

I

(
ηN (s) =

k

N

)
|k|αds
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= 2

∞∑
k=−∞

∫ t

0

I

(
ηN (s) =

k

N

)(
|k|
N

)α
ds

= 2

∞∑
k=−∞

(
|k|
N

)α
L

({
s ∈ [0, t] : ηN (s) =

k

N

})

= 2

∫ t

0

|ηN (s)|αds, (2.13)

where L(·) Lebesgue measure.
Using (2.9) and (2.13), for any ε > 0, α ∈ [1, 2) we obtain

lim
N→∞

P

(
sup
t∈[0,T ]

∣∣∣∣〈ηN (t)〉 − 2

∫ t

0

|ηN (s)|αds
∣∣∣∣ ≥ ε

)

= lim
N→∞

P

(
b

Nα

∫ T

0

I (ηN (s) = 0) ds ≥ ε

)

≤ lim
N→∞

P

(
bT

Nα
≥ ε
)

= 0.

Thus, the conditions (2.10)–(2.12) hold and the sequences ξ̃N (·) and ξN (·) con-
verge weakly in the space D[0, T ] to the random processes X̃(·) and |X̃(·)|,
correspondingly. Moreover, the limiting process X̃(·) allows for the representa-
tion (2.6)

X̃(t) = x+
√

2

∫ t

0

|X̃(s)|α/2dw(s), t ∈ [0, T ].

It remains to show that |X̃(·)| d= X(·) (recall, X(·) is the solution of the
equation (2.4)).

Applying the Tanaka’s formula (see, for example, [10, Chapter 9, Proposition
9.2]), we obtain

|X̃(t)| = x+
√

2

∫ t

0

sign(X̃(s))|X̃(s)|α/2dw(s) + LX̃0 (t), (2.14)

where LX̃0 (t) is the local time at zero of the process X̃(·), and

sign(y) =

{
1, if y ≥ 0,

−1, if y < 0.

We will prove that LX̃0 (t) ≡ 0. To prove this, according to [11, Chapter 9, §3,
Lemma 3.3], we must to provide a Borel function ρ from (0,∞) into itself such
that for any small ε > 0 ∫ ε

0

ρ(y)dy =∞, (2.15)
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and for any t ∈ (0, T ], the following condition should holds∫ t

0

I(X̃(s) ∈ (0, ε))ρ(X̃(s))d〈X̃(s)〉 <∞,

where 〈X̃(·)〉 is the quadratic characteristic of the martingale X̃(·).
Indeed, choosing ρ(y) = 1/|y|α the condition (2.15) holds for all α ∈ [1, 2],

and we will have∫ t

0

I(X̃(s) ∈ (0, ε))ρ(X̃(s))d〈X̃(s)〉 = 2

∫ t

0

I(X̃(s) ∈ (0, ε))ds <∞ a.s., (2.16)

where in our case d〈X̃(s)〉 = 2|X(s)|αds. Thus, from [11, Chapter 9, §3, Lemma

3.3] and (2.16), (2.15) it follows that LX̃0 (t) ≡ 0 and

|X̃(t)| = x+
√

2

∫ t

0

sign(X̃(s))|X̃(s)|α/2dw(s). (2.17)

It is easy to see that the random process

w̃(t) =

∫ t

0

sign(X̃(s))dw(s) (2.18)

is Wiener process. From (2.17), (2.18) it follows that

|X̃(t)| = x+
√

2

∫ t

0

|X̃(s)|α/2dw̃(s).

Thus, the random process |X̃(·)| has the same distribution as the solution of
the equation (2.4). 2

Remark 2.3. In the case when α ∈ (0, 1) we assume that the limit process for the
sequence ξN (·) will satisfy the equation (2.4). However, for such α the solution
of this equation will not be unique even in a weak sense (see, for example, [9,
Chapter 1, §3, Example 1.22]). Therefore, we cannot apply Theorem 1 [7,
Chapter 8, §3] which requires that the limit equation has a unique solution.
Apparently, in this case there will be a weak convergence to one of the solutions.

Remark 2.4. Note that the proposed method of the proof of Theorem 2.1 can
also consider the case α = 0 (essentially, this will be a generalized Poisson
process with reflection at zero, built on a classical random walk). In this case,
the limiting process will be the solution to the stochastic equation

X(t) = x+
√

2w(t) + LX0 (t), t ∈ [0, T ],

where LX0 (t) is the local time at zero of the process X(·).
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Remark 2.5. Let
τ = inf{t ≥ 0 : X(t) = 0}

and
κ = inf{t ≥ 0 : X(t) =∞}.

The condition (3) of [8, Theorem 3.2, Chapter 6, §3] holds. It implies that for
any initial x ≥ 0 the probability P(τ ∧ κ <∞) = 1. Moreover, we observe that
the condition (2) [8, Theorem 3.1, Chapter 6, §3] is also satisfied, that implies
P(τ < κ) = 1. Thus, when α ∈ [1, 2), a trajectory reaches 0 within a finite time.

3. Discussion

Let us briefly discuss the case when α /∈ [1, 2]. The method we employed
for the proof, specifically [7, Chapter 8, §3, Theorem 1], allowed us to establish
convergence for all α ≤ 2. Therefore, when α ∈ (0, 1), the existence of a
solution of the equation (2.4) can be confirmed by [8, Theorem 2.4, Chapter
4], for example. However, we have not been able to prove its uniqueness (see
for more detail [9, Chapter 1, §3, Example 1.22]). It’s worth noting that the
absence of uniqueness is also a well-known phenomenon.

Simultaneously, the diffusion coefficient is locally Lipschitz outside the bound-
ary even in the case α ∈ (0, 1). This property enables us to establish uniqueness
up to the hitting time at zero. We hypothesize that the resulting limiting pro-
cess “extracts” from the set of solutions one that reflects at zero and it is unique.
It would indicate the absence of a localization phenomenon at zero. Proof of
this we leave for a future work.

We do not have a proof of convergence when α > 2. This limitation may
attributed to the absence of the finiteness of the second moment. If the second
moment is infinite, the quadratic characteristic is infinite as well. Nevertheless,
we can establish that the solution of the equation (2.4) does not explode, it is
unique, and never reaches zero when starting from a positive number. It is also
the focus of our future research.

The matter-antimatter imbalance, an intriguing and unsolved problem in
physics, continues to captivate the attention of researchers. We also address
the matter-antimatter imbalance in the Universe in [5]. We believe the same
martingale techniques can be applied to the birth-death process restricted to
the set 0, 1, . . . , N . One may expect the same diffusion equations without drift
will hold on the space interval [0, 1]. However, this should be a subject of a
separate study.

4. Auxiliary results

Recall that the process η is defined by (2.7)
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Lemma 4.1. The following holds true ξ̃(·) d
= η(·).

Proof. Define recursively the jump instances:

t1 := min
{
t ∈ [0,∞) : max

(
νη(0)(t)− νη(0)(t−), µη(0)(t)− µη(0)(t−)

)
= 1
}
,

and for k ≥ 2

tk := min
{
t ∈ (tk−1,∞) :

max
(
νη(tk−1)(t)− νη(tk−1)(t−), µη(tk−1)(t)− µη(tk−1)(t−)

)
= 1
}
.

Denote by τk, k ∈ N the time when the process ξ̃(·) makes the kth jump.
It is sufficient to show that for any k ∈ N

(t1, t2 − t1, . . . , tk − tk−1, η(t1), . . . , η(tk)) (4.1)

d
= (τ1, τ2 − τ1, . . . , τk − τk−1, ξ̃(τ1), . . . , ξ̃(τk)).

Let us prove (4.1) by mathematical induction. Using (2.7), we obtain

η(t) = ξ̃(0) + νξ̃(0)(t)− µξ̃(0)(t), if t ∈ [0, t1].

By definition t1 has the exponential distribution with rate 2λξ̃(0), when ξ̃(0) 6=
0; and with the rate b, if ξ̃(0) = 0 (the minimum of two independent random
variables with exponential distribution). At time t1 the state of process η(·)
increases or decreases by 1 depending on which process νξ̃(0)(·) or µξ̃(0)(·) has
the jump at the time t1, therefore

P(η(t1) = ξ̃(0)− 1) = P(η(t1) = ξ̃(0) + 1) =
1

2
.

Thus, (t1, η(t1))
d
= (τ1, ξ̃(τ1)).

Suppose for fixed k ∈ N the following equality holds

(t1, t2 − t1, . . . , tk − tk−1, η(t1), . . . , η(tk))

d
= (τ1, τ2 − τ1, . . . , τk − τk−1, ξ̃(τ1), . . . , ξ̃(τk)).

We will show that the equality holds also for k + 1.
Using (2.7), we obtain

η(t) = η(tk) + (νη(tk)(t)− νη(tk)(tk))− (µη(tk)(t)− µη(tk)(tk)), if t ∈ [tk, tk+1].

By definition tk+1 − tk has the exponential distribution with rate 2ληα(tk), if
η(tk) 6= 0, with rate b, if η(tk) = 0. At time tk+1 the process η(·) changes its
state by 1 or −1 depending on which process νη(tk)(·) or µη(tk)(·) made a jump

P(η(tk+1) = η(tk)− 1) = P(η(tk+1) = η(tk) + 1) =
1

2
.
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Thus, we proved that if η(tk) = x, then thee joint distribution of random vari-
ables tk+1−tk and η(tk+1) depends on only the value of x and coincides with the
joint distribution of random variables τk+1−τk and ξ̃(τk+1) under the condition
ξ̃(τk) = x. Using this fact by induction for any reals y1, . . . , yk+1, v1, . . . , vk+1

we will have

P (t1 < y1, t2 − t1 < y2, . . . , tk+1 − tk < yk+1, η(t1) < v1, . . . , η(tk+1) < vk+1)

=

vk∑
x=−∞

P(tk+1 − tk < yk+1, η(tk+1) < vk+1 | η(tk) = x)

×P (t1 < y1, . . . , tk+1 − tk < yk+1, η(t1) < v1, . . . , η(tk) = x)

=

vk∑
x=−∞

P
(
τk+1 − τk < yk+1, ξ̃(τk+1) < vk+1 | ξ̃(τk) = x

)
×P

(
τ1 < y1, . . . , τk+1 − τk < yk+1, ξ̃(τ1) < v1, . . . , ξ̃(τk) = x

)
= P(τ1<y1, τ2−τ1<y2, . . . , τk+1−τk<yk+1, ξ̃(τ1) < v1, . . . , ξ̃(τk+1)<vk+1).

2
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