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1. Elementary vector analysis

We shall consider scalar and vector functions (and will call them fields) on
R3 = {x = (x1, x2, x3)}. We assume them as smooth as necessary and hope
that the reader will be able to formulate it properly whenever necessary. It is
useful sometimes to compare smooth objects with the corresponding objects on
the lattice Z3 = {v = (v1, v2, v3)} – these will be scalar functions on the set
of vertices v and edges l = lv,i = (v, v + ei), where ei, i = 1, 2, 3, are the unit
coordinate vectors. For the lattice the proofs are often essentially simpler and
even obvious.

Main differential operators The gradient transforms the scalar function
ϕ(x), x ∈ R3, (potential) to the vector function

gradϕ(x) = (5ϕ)(x) =
( ∂ϕ
∂x1

,
∂ϕ

∂x2
,
∂ϕ

∂x3

)
, 5 =

( ∂

∂x1
,
∂

∂x2
,
∂

∂x3

)
,

the gradient is a measure of steepness in coordinate directions. Minus grad
defines the direction of the force.

On the lattice the potential is a scalar function ϕ(v) on the set of vertices,
and its gradient is the function

(gradϕ)(lv,i) = ϕ(v + ei)− ϕ(v)

on the set of edges, or the vector at point v

(gradϕ)(v) = (ϕ(v + e1)− ϕ(v), ϕ(v + e2)− ϕ(v), ϕ(v + e3)− ϕ(v))

Divergence of vector field, on the contrary, transforms the vector function
A(x) = (A1(x), A2(x), A3(x)) to the scalar function

divA(x) = (5, A)(x) =

3∑
i=1

∂A

∂xi
, (divA)(v) =

3∑
i=1

(A(lv,i)−A(lv−ei,i))

If the vector field corresponds to some flow Ai = ρui (for example the flow of
liquid, where ρ is the density (mass or charge density), and {ui} is the velocity
vector, then the derivative ∂Ai/∂xi measures flow in (or flow out) to x in the
direction i.
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Rotor (curl) rotA(x) of the vector field measures “rotation” of the field A
around point x. This is the vector field, which components can be considered
as vectors along coordinate axes perpendicular to the corresponding coordinate
plane. It is defined as

rotA = ∇×A,

where the vector product of two vectors A and B is defined as

A×B = (A2B3 −A3B2, A3B1 −A1B3, A1B2 −A2B1)

For the lattice the rotor of vector field A can be considered as the function on
the set of two-dimensional cells ∆v,i,j , spanned by two edges lv,i, lv,j , i 6= j. For
example,

(rotA)(lv,3) = (rotA)(∆v,1,2) = A(lv,1) +A(lv+e1,2)−A(lv+e1+e2,1)−A(lv+e2,2)

that is the sum along the boundary of the square, where the signs take into
account the direction of the circumvention. Alternatively, it can be considered
as the function on the set of the edges of the dual lattice Zd + ( 1

2 , . . . ,
1
2 ), which

pass through the center of the squares in perpendicular direction.
The connection between the definitions on R3 and on the lattice Z3

ε with
lattice step ε becomes more clear if, for example, the component (∇ × A)1(x)
is imagined as the limit of the integral along the contour of the contour of the
square on the (x2, x3)-plane with center in x and having side lengths ε

lim

¸
(A(s), t(s))ds

ε2

where (A, t) is the scalar product and t(s) are the unit vectors tangent to given
contour.

Laplacian of the scalar function ϕ on R3 or on Z3 is also a scalar function
and is defined correspondingly as follows

(∆ϕ)(x) =

3∑
i=1

∂2ϕ

∂x2
i

,

(∆ϕ)(v) =

3∑
i=1

(ϕ(v + ei)− 2ϕ(v) + ϕ(v − ei))

Local identities Below we will need the following trivially checked identities
on R3

rotgrad = ∇×∇ = 0, divgrad = ∆ (1.1)

divrot = 0, rotrot = graddiv −∆ (1.2)

Moreover, the first two hold also on the lattice.
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Remark 1.1. Note that the formulas (1.2) for the lattice should be more exactly
defined. In fact, rotor can be defined as vector function both on the dual
lattice and on the initial Z3. However, on Z3

ε with ε small the difference is of
the order O(ε2), but could play role in some new discrete models of classical
electrodynamics.

The following formulas for functions of r =
√
x2

1 + x2
2 + x2

3 (at the points
where all derivatives exist) are useful

grad(ϕ(r)) = ϕ′(r)r0, r0 =
x

|x|
(1.3)

div(ϕ(r)x) = (x, gradϕ(r)) + ϕ(r)divx = rϕ′(r) + 3ϕ(r) (1.4)

rot(ϕ(r)x) = −[x, gradϕ(r)] + ϕ(r)rotx = 0 (1.5)

∆ϕ(r) = div(
ϕ′(r)

r
x) = ϕ′′(r) + 2

ϕ′(r)

r
, (1.6)

and for example,
∆(r−1+ε) = (−ε+ ε2)r−3+ε

To include the singular point r = 0, one should (for smooth function f(r)) find
the limit of the integral

ˆ (
∆

1

r

)
f(r)dr = lim

ε→0

ˆ
∆(r−1+ε)f(r)dr =

= lim
ε→0

(−ε+ ε2)

ˆ
r−3+εf(r)dx =

= 4π lim
ε→0

(−ε+ ε2)

ˆ
r−1+εf(r)dr =

= −4π lim
,δ→0

lim
ε→0

(ε

δˆ

0

r−1+εf(0)dx+O(δ))

= −4πf(0) lim
,δ→0

lim
ε→0

(δε +O(δ)) =

= −4πf(0)

whence

∆
1

r
= −4πδ(x) (1.7)



Classical electrodynamics 341

Three integral theorems To better understand the following assertions it
is useful to imagine the integrals as the sums over the vertices of a conveniently
chosen graph (or lattice), where the proof is a simple cancellations.

Integral along the curve L with ends x1, x2 for the scalar function ϕˆ

L

(gradϕ, dL) = ϕ(x2)− ϕ(x1) (1.8)

On the lattice it is the sum over the edges of the path where all terms are
cancelled except two extreme vertices.

Integral over the surface, the boundary of which is the closed curve L
(Stokes theorem about the flow of the rotor)ˆ

S

(rotA, n)dS =

ˆ

L

(A, dL) (1.9)

On the lattice it is evident already for the rectangle on one of coordinate planes,
where the terms on any internal edge gives zero, and only terms along the
boundary survive.

Integral over the volume Λ having boundary surface S (Gauss – Ostro-
gradskij theorem) ˆ

Λ

div AdΛ =

ˆ

S

(A(s), n)dS (1.10)

where n = n(s) is the unit vector at the point s ∈ S, perpendicular to S and
directed to outside S. It is also easy to understand on the lattice one can think,
for example, about a cube Λ, Then after cancellations we are left with the sum
over edges of Z3

ε which have exactly one vertex of which belongs to the boundary
of the cube. Note that the edges of Λ should not be taken into account because,
while ε→ 0, their measure with respect to the measure of S becomes infinitely
small.

Helmholtz decomposition Further on we assume that the considered func-
tions on R3 are sufficiently smooth in some (simply connected) domain G. More-
over, if G is unbounded then all necessary derivatives of these functions decay
at infinity.

Note first that the equation gradϕ = 0, on R3 and on Z3, evidently has only
constant solutions. This is wrong for the equations divA = 0 and rotA = 0.
Their solutions are called solenoidal and irrotational vector fields correspond-
ingly.

Theorem 1.1. Any sufficiently smooth vector field A(x) in G can be uniquely
decomposed (up to additive constants) on twp vector functions: irrotational
Acurl and solenoidal Asol

A = Airrot +Asol
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Proof. Using (1.7), that is

δ(x− y) = − 1

4π
∆x

1

|x− y|

and the second formula of (1.2) we have

A(x) =

ˆ
δ(x− y)A(y)dy = − 1

4π

ˆ
(∆x

1

|x− y|
)A(y)dy =

= − 1

4π

ˆ
(graddivx − rotrotx)

1

|x− y|
)A(y)dy = Airrot +Asol

where

Asol = rotB(x), B(x)=
1

4π
rotx

ˆ
1

|x− y|
A(y)dy, (1.11)

Airrot = −gradϕ, ϕ =
1

4π
div

ˆ
1

|x− y|
A(y)dy (1.12)

It remains to check that

divAsol = rotAirrot = 0

using formulas (1.1) and (1.2). 2

Note that if the vector field A satisfies both equations divA = rotA = 0 then
also ∆A = 0. More generally, we have the following theorem.

Theorem 1.2. The solution of the system of equations

∇×A = C(x),divA = D(x),

for any (generalized) functions C,D, decaying at infinity sufficiently fast and
such that divC ≡ 0, exists and is unique up to additive constant.

Proof. See [1, 9].

2. Wave equation

Below we shall often encounter wave equations. Moreover, Maxwell equa-
tions are, in some sense, a couple of wave equations. That is why it is helpful
to look at wave equations in more detail.

Wave equation with unknown function u(x, t), x ∈ Rd, t ∈ R, is defined as

Lu =
1

c2
∂2u

∂t2
−∆u = f(x, t) (2.1)
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with initial conditions (Cauchy problem for x ∈ Rd

, t ≥ 0)

u(x, 0) = f0(x),
∂u

∂t
(x, 0) = f1(x) (2.2)

The solution is then the sum of some solution uf (x, t) of inhomogeneous equation
(2.1) and the solution of homogeneous equation (when f(x, t) = 0) with initial
conditions

u(x, 0) = f0(x)− uf (x, 0),
∂u

∂t
(x, 0) = f1(x)− ∂

∂t
uf (x, 0)

Often one can find solution uf with zero initial conditions.
Due to linearity all functions here are allowed to be generalized functions

(distributions).

2.1. One-dimensional wave equation

D’Alembert solution of the homogeneous equation

1

c2
∂2u

∂t2
=
∂2u

∂x2
(2.3)

Note that all derivatives of u satisfy the same wave equation.
Simple remark is that for any function F (x) both functions F (x ± ct) are

solutions of the homogeneous equation. Examples are two “photon” solutions

u = δ(x± ct) (2.4)

Remark 2.1. The solution (2.4) gives a hint that wave equation is tightly con-
nected with classical point particle mechanics. This corresponds also to what
physicists said long ago: Pauli assumed that light energy is radiated by quanta
ε = hω where ω is the frequency, Einstein assumed that this quantum of energy
has momentum p = hk, where k = 2π

λ and λ is the wave length; we shall not
consider this connection here.

More generally, any solution of the Cauchy problem can be written as

u = F+(x+ ct) + F−(x− ct) (2.5)

for some functions F±(x). In fact, assume, for example, that f0 and f1 have
compact support. Then the unique solution of the homogeneous equation (2.3)
with initial conditions (2.2) is

u(x, t) =
1

2
(f0(x+ ct) + f0(x− ct)) +

1

2c

x+ctˆ

x−ct

f1(y)dy (2.6)
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We are looking for the solution in the form (2.5) and get two equations for the
initial conditions

F+(x) + F−(x) = f0(x), F ′+(x)− F ′−(x) =
1

c
f1(x)

Differentiating the first equation and solving the obtained system we get

F ′±(x) =
1

2
(f ′0 ±

1

c
f1) =⇒ F±(x) =

1

2

(
f0 ±

1

c

xˆ

0

f1dx+ C±

)
=⇒

=⇒ F+ + F− = f0 + C+ + C−

This gives C+ + C− = 0, and then (2.5) implies (2.6).

Escape to infinity It is easy to see that for any bounded interval I ⊂ R the
solution will be zero or constant (that is force field will be zero) starting from
some t(I).

For example, for any smooth F (x) define the set S(F ) as the closure of the
set {x : F ′(x) 6= 0}. Consider two cases:

1) f1 = 0 and supp(f0) = S(f0) = [a, b]. Then supp(u(t)) = S(f0(t))
starting from some t1 the support supp(u(t)) = S(f0(t)) will consist of two
segments [a − ct, b − ct] and [a + ct, b + ct]. In particular, L2-norm becomes
equals to the initial L2-norm;

2) f0 = 0 and S(f1) = [a, b]. Then for any x starting from some t = t(x)
and S(f1(t)) will again consist of the same two segments.

Inhomogeneous equation In equation (2.1) the right hand term is called
forcing term. The solution of equation (2.1) with f = δ(x) is called the funda-
mental solution or the Green’s function of this equation.

The following assertion states that the solution u(x, t) of the inhomogeneous
equation (2.1) with zero initial conditions can be obtained as

u(x, t) =

tˆ

0

w(x, t, t1)dt1 (2.7)

where w(x, t.t1), 0 ≤ t1 ≤ t, is the solution of the homogeneous equation Lu = 0
with initial conditions

w(x, t1, t1) = 0,
d

dt
w(x, t, t1)|t=t1 = f(x, t1) (2.8)

where t1 is considered as a parameter. Proof is just by substitution

Lu = L

tˆ

0

w(x, t, t1)dt1 =

tˆ

0

Lw(x, t, t1)dt1 +
d

dt
w(x, t, t) = f(x, t)
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This trick however has deeper interpretation: the forced term at time t1 provides
the velocity change like in Newtonian mechanics. And linearity of the equation
allows to take superposition (integral) of these infinitesimally small changes.

If f does not depend on t then for any x the solution u(x, t) stabilizes for t
greater than some t(x).

2.2. Three dimensional wave equation

First of all, we consider 3 special and very simple cases.

Plane waves For any functions F+, F− and any vector a = (a1, a2, a3) such
that a2

1 + a2
2 + a2

3 = 1 the following linear combination is a solutions of the
homogeneous equation

u(x, t) = F+((a, x) + ct) + F−((a, x)− ct)

Series expansion Equation (2.1) with f = 0 and initial conditions (2.2) can
be solved as the series

u(x, t) = f0(x) +

∞∑
n=1

(ct)2n

(2n)!
∆nf0(x) + tf1(x) + t

∞∑
n=1

(ct)2n

(2n+ 1)!
∆nf1(x)

if this series and its second derivatives are absolutely convergent. The proof is
just a substitution.

Spherical symmetry First of all, it is tempting to consider spherically sym-
metric solutions. For d = 3 and any two functions F± there is such solution

u(r, t) =
1

r
(F+(r + ct) + F−(r − ct))

of the homogeneous wave equation, where r =
√
x2

1 + x2
2 + x2

3 > 0, xi ∈ R, To
see this we will need the following simple facts:

1) Consider spherically symmetric function w = w(r, t) on R3. By formula
(1.6) the function w(r, t) satisfies homogeneous wave equation (2.1) iff it satisfies
the so called spherical wave equation

1

c2
wtt =

(
wrr +

2

r
wr

)
(2.9)

2) Under these conditions u(r, t) = rw satisfies one-dimensional wave equa-
tion (2.3) with x = r > 0. and boundary condition u(0, t) = ut(0, t) = 0. In
fact,

utt = rwtt = rc2(wrr +
2

r
wr) = c2(rw)rr = c2urr
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3) To get

w(r, t) =
1

r
u(r, t)

we consider one-dimensional equation for x = r ∈ R with odd initial conditions

fi(x) = −fi(−x), i = 1, 2

Then the solution u(x, t) is given by

u(x, t) =
1

2
(f0(x+ ct) + f0(x− ct)) +

1

2c

x+ctˆ

x−ct

f1(y)dy, x > ct,

u(x, t) =
1

2
(f0(x+ ct)− f0(ct− x)) +

1

2c

x+ctˆ

ct−x

f1(y)dy, x < ct,

4) The solution for the case with spherically symmetric force term can be
obtained similarly.

Fourier transform In the general case the most familiar method could be
the Fourier transform. We use

w(k, t) =

ˆ

R3

u(x, t)e−i(x,k)dx,

ψ(k, t) =

ˆ

R3

f(x, t)e−i(x,k)dx, ψj(k) =

ˆ

R3

fj(x)e−i(x,k)dx, j = 0, 1

This gives the initial value problem for ordinary differential equation:

wtt = −c2|k|2w + ψ(k, t), w(k, 0) = ψ0(k), wt(k, 0) = ψ1(k)

Then the Fourier transformed homogeneous equation has evident solution

w(k, t) = ψ0(k) cos(c|k|t) + ψ1(k)c−1|k|−1 sin(c|k|t)

Denote by Ai = Ai(x, t), i = 0, 1, the inverse Fourier transforms of a1(k, t) =
c−1|k|−1 sin(c|k|t) and a1(k, t) = ∂

∂ta1 = cos(c|k|t) correspondingly. Then we
get the solution as the sum of two convolutions

u(x, t) = A0 ? f0 +A1 ? f1 =
∂

∂t
(A1 ? f0) +A1 ? f1 (2.10)

as

Ao(x, t) =
∂A1

∂t

Thus to find the solution we have only to find A1(x, t). But instead of this
standard calculation, more interesting is the following method.
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Spherical means Denote B(x, r) the ball of radius r with the centre at
x ∈ R3 (its volume is 4π

3 r
3), ∂B(x, r) = S(x, r) the boundary of this ball –

the sphere with the area 4πr2. Let dσ = dσS = dσ be the uniform measure
on S = S(x, r) normalized to the area. and dσ1 = dσS1 = dσ

4πr2 be the uniform
measure on S normalized to 1.

Define spherical means U,Fj of functions u, fj , j = 0, 1, correspondingly.
Namely, for any r > 0 put

U(x, r, t) =

ˆ

S(x,r)

u(s, t)dσ1(s),

Fj(x, r) =

ˆ

S(x,r)

fj(s)dσ1(s) =
1

4π

ˆ

|y|=1

fj(x+ ry)dσ(y)

(2.11)

The latter expression is defined also for r ≤ 0, then Fj(x, r) are even functions
of r ∈ R .

We present 4 formulas, often used in the literature, for the solution of the
wave equation (2.1) in case f = 0:

u(x, t) =
∂

∂t
(tF0(x, ct)) + tF1(x, ct) = (2.12)

=
∂

∂t

[
1

4πc2t

ˆ

|y−x|=ct

f0(y)dσ(y)

]
+

1

4πc2t

ˆ

|y−x|=ct

f1(y)dσ(y) = (2.13)

=
∂

∂t

[
t

ˆ

S:|y|=1

f0(x+ cty)dσ1(y)

]
+ t

ˆ

S:|y|=1

f1(x+ cty)dσ1(y) = (2.14)

=
1

4πc2t2

ˆ

∂B(x,ct)

(f0(y) + (∇f0(y), y − x) + tf1(y))dσ(y) (2.15)

Proof. Enumerate these four terms correspondingly by 1, 2, 3, 4.
1) It is easy to see that term 1 satisfies the initial conditions. In fact,

integration over the sphere with radius r → 0 gives

Fj(x, 0) = lim
r→0

Fj(x, r) = fj(x)

Then
u(x, 0) = F0(x, 0) = lim

r→0
F0(x, r) = f0(x),

∂

∂t
u(x, o) = 2c

∂

∂r
F0(x, 0) + F1(x, 0) = f1(x, 0)
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where we used the reflection symmetry

Fj(x, r) = Fj(x,−r) =⇒ ∂

∂r
Fj(x, 0) = 0

Now, for example, we want to prove that tF1(x, ct) satisfies the wave equa-
tion. Note first that for r − ct

∂2

∂t2
(tF1(x, ct)) = 2

∂

∂t
F (x, ct) + t

∂2

∂t2
F (x, ct) =

= 2c
∂

∂(ct)
F (x, ct) + c2t

∂2

∂(ct)2
F (x, ct) =

= cr
( ∂2

∂r2
+

2

r

∂

∂r

)
F1(x, r) = cr∆x(F1(x, r)) = c2∆x(tF1(x, ct))

For the latter equality we used Darboux formula( ∂2

∂r2
+

2

r

∂

∂r

)
Fj(x, r) = ∆xFj(x, r) (2.16)

that can be proved by direct calculation

∂

∂r
F (x, r) =

1

4π

ˆ

|y|=1

(∇fj(x+ ry), y)dσ(y) =
r

4π

ˆ

|y|≤1

∆xfj(x+ ry)dy

2) The transition 1 → 2 is the definition of the spherical mean, taking into
account that the surface of the sphere is 4πc2t2.

3) 3 is obtained from 2 by change of variables.
4) Term 4 can be obtained from the second one by differentiating. 2

Any of these formulas (especially the fourth one) is often called Kirchhoff
formula (for f = 0).

The corollary is the Huygens principle: the solution at point x at time t
depends on the initial data only at the points at the distance ct from x. And
moreover, from all these points equally.

Forcing term As we saw above, wave equation uses manipulations with
change of variables. That is why it could be more transparent to get rid of
some constants. For example, to consider equation

∂2v

∂t2
−∆v = ϕ(x, t) (2.17)

instead of (2.1), then

u(x, t) = v(x, ct), f(x, t) = ϕ(x, ct)
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satisfies equation (2.1).
We shall solve non homogeneous equation (2.1) with zero initial conditions

exactly as in the one dimensional case, and in the same notation. Thus, as in
(2.7)

v(x, t) =

tˆ

0

w(x, t, t1)dt1

and by Kirchhoff formula (2.15) for t > t1

w(x, t, t1) =
1

4π(t− t1)

ˆ

|y−x|=t−t1

ϕ(y, t1)dσ(y)

and then

v(x, t) =

tˆ

0

w(x, t, t1)dt1 =
1

4π

tˆ

0

1

t− t1

ˆ

|x−y|=t−t1

ϕ(y, t1)dσ(y)dt1 =

=
1

4π

tˆ

0

1

r

ˆ

|x−y|=r

ϕ(y, t− r)dσ(y)dr =
1

4π

ˆ

|x−y|≤t

ϕ(y, t− |x− y|)
|x− y|

dy (2.18)

where dy is the Lebesgue measure on R3. The latter expression is often also
called Kirchhoff formula. Then

u(x, t) =
1

4π

ˆ

|x−y|≤ct

ϕ(y, ct− |x− y|)
|x− y|

dy =
1

4π

ˆ

|x−y|≤ct

f(y, ct−|x−y|c )

|x− y|
dy

3. Maxwell – Lorentz equations in vacuum

Physical equations Maxwell equations concern two time dependent vector
fields onR3: electric E = E(t, x) and magneticH = H(t, x) field strengths. Also
they concern two types of material objects: point charges and charge densities.
The first are defined by the charges qi (there is no mass in Maxwell equations),
coordinates xi(t) and velocities vi(t) of the point particles i = 1, . . . , N. The
second one is defined by the charge density ρ(t, x) and velocity field v(t, x).
However, instead of velocity field the current density j(t, x) = ρ(t, x)v(t, x) is
used.

We write down the Maxwell equations in two systems of units: International
system (SI) with fundamental units: meter m, kilogram kg, second sec, coulomb
C, and also Gaussian unit system with corresponding units cm, gr, sec and elec-
trostatic unit without fixed name. We use also the following three constants:
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c = 3.109msec−1 – velocity of light in vacuum, ε0 = 10−11C2kgm−2sec2 –
dielectric constant of vacuum (vacuum permittivity), µ0 = 1

ε0c2
– (magnetic)

vacuum permeability.
Maxwell equations in SI and Gaussian units

∇E =
1

ε0
ρ (SI), ∇E = 4πρ (Gaussian) (3.1)

∇H = 0 (SI), ∇H = 0 (Gaussian) (3.2)

∇× E = −∂H
∂t

(SI), ∇× E = −1

c

∂H

∂t
(Gaussian) (3.3)

∇×H = µ0J + ε0µ0
∂E

∂t
(SI), ∇×H =

4π

c
J +

1

c

∂E

∂t
(Gaussian) (3.4)

Lorentz force

F = q(E + v ×H) (SI), F = q
(
E +

v

c
×H

)
(Gaussian) (3.5)

acts on the point particle of charge q and mass m, and forces it to move by
Newton’s law

m
d2x

dt2
= F (3.6)

Equations (3.1)–(3.4) are often called the laws of: Coulomb – Gauss, absence
of magnetic charge (monopoles), Faraday and Ampere correspondingly. We
do not concern here the history of these equations, but normally these four
equations are called Maxwell equations, however in Maxwell’s paper [6] there
are 8 equations, or 6 equations for microscopic (in vacuum) version.

Below we use mainly Gaussian system. The correspondence between Gaus-
sian and SI units is given by the following formulas (for example between EG
and ESI)

EG
√

4πε0 = ESI
√

4πε0, VG ⇐⇒ VSI
√

4πε0, qG ⇐⇒
qSI√
4πε0

, ρG ⇐⇒
ρSI√
4πε0

,

JG ⇐⇒
JSI√
4πε0

, HG ⇐⇒ HSI

√
4π

µ0
, AG ⇐⇒ ASI

√
4π

µ0
,

where V,A are potentials (see below).

Mathematical problems The Maxwell equations (3.1)–(3.4), from mathe-
matical point of view, look quite formal. It is not clear what variables are
given and which are unknown: there are 10 scalar functions and only 8 scalar
equations. With Lorentz equations there will be 11 scalar equations. Also the
problems are not formulated exactly. There are the following possibilities:
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1) Forget about Lorentz equation and consider only Maxwell equations (3.1)–
(3.4), where we assume that charges and currents are given functions and the
fields E,H are unknown. The corresponding theory is closed, consistent, and
sufficiently simple. It is discussed in the next section. As the equations (3.1)–
(3.4) are linear, then ρ and J can be considered as generalized functions. In
particular, if the charges are N point particles with given parameters qi, xi(t),
we can write down the Maxwell equations with point particles. For this one
should change in (3.1) the charge density, and in (3.4) the current density as
follows

ρ(t, x)→
N∑
i=1

qiδ(x− xi(t)), j(t, x)→
N∑
i=1

qi
dxi(t)

dt
δ(xi(t))

2) Forget about Maxwell equations (3.1), (3.4) and, assuming that the fields
E,H are given, find the trajectories of the point particle according to the New-
ton equation with Lorentz force (3.5); This is also consistent theory.

3) Concerning complete system (3.1)–(3.5), it does not have still consistent
theory (existence theorems). Now we give the list of problems.

a) First of all, the problem with the notion of density. How Newton’s law can
be applied to the density ? One needs additional axioms, for example additional
forces of unknown nature which keep the charges in small closed balls, see for
example. [8].

b) Concerning charged point particles the most important is the self-inter-
action problem – one of the main consistency problem in classical mathematical
physics. The simplest case is when there is only one particle and the field of the
particle acts on this particle itself. One particular case was recently considered
in [11], see also Project 5.

c) In case of two and more particles, one can forget about fields and self-
interaction, and consider two-particle retarded interaction defined by Lien-
ard – Wiechert potentials (see below) of these particles. There are many papers
in this direction (for example, one by Feynman – Wheeler [17]). I am not ready
to comment this.

4. Solving Maxwell equations – particles create fields

Linear differential equations (ODE and PDE) with constant coefficients, can
be explicitly solved using Fourier transform. This is the case for Maxwell equa-
tions if charges and currents are given. General problems concerning existence
and uniqueness of solution are well studied, see for example [7]. We describe
three methods of solution: direct by Fourier transform, wave equations for E
and H, introducing potentials.
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Note first that smooth densities ρ and j can depend on time, but only under
the condition that the charge conservation law

∂ρ

∂t
+ divj = 0 (4.1)

holds. It formally follows from the Maxwell equations if one applies divergence
to the Ampere law and after this use the first equation of (1.2). For point
particles this condition holds as well.

4.1. Direct solution in general case

Two first Maxwell equations do not contain time. Thus if we consider Cauchy
problem, these are not evolution equations but the restrictions on initial con-
ditions. Applying div to the third and fourth equations, and using the first
equation of (1.2), we see that if the first and second equations hold at time
t = 0, they hold at any time.

Remind first that vector operators of differentiation and translation( ∂

∂x1
,
∂

∂x2
,
∂

∂x3

)
, (Saf)(x) = f(x+ a),

under vector Fourier transform (here f, x, a, k are 3-dimensional vectors)

f̂(k) =

ˆ
f(x)e−i(k,x)dx

become operators of multiplication on ik1, ik2, ik3 and ei(a,k) respectively. More-
over,

divE → i(k, Ê), rotE → ik × Ê

Thus, together with equations on initial conditions

i(k, Ê) = 4πρ̂, (k, Ĥ) = 0

we get also the system of 6 scalar first order ODE

1

c

dF

dt
= AF − 4πJ(k, t)

for column-vectors

F (k, t) = (Ê1, Ê2, Ê3, Ĥ1, Ĥ2, Ĥ3)′

J(k, t) = (ĵ1, ĵ2, ĵ3, 0, 0, 0)′
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with (6× 6)-matrix

A = i

(
0 −B
B 0

)
, B =

 0 −k3 k2

k3 0 −k1

−k2 k1 0


General solution of the Cauchy problem is the sum of solution of homogeneous
equation with given initial conditions F (k, 0) and non-homogeneous equation
with zero initial conditions

F̂ (k, t) = ecAtF̂ (k, 0)− 4πceAt
tˆ

0

e−At1 Ĵ(k, t1)dt1

The initial conditions for homogeneous equations should satisfy of course two
first Maxwell equations. Then the obtained solution is unique.

Now consider the limiting procedure from continuous charge density to point
particles and vice-versa. So, if ρi,ε is a symmetric charge density with total
charge qi in the sphere of radius ε around point xi, and ji,ε = viρi,ε, then as
ε→ 0 the solution for the densities converges to the solution for point charges.
Vice-versa, any smooth density ρ(x, t) can be approximated by point charge
system on the lattice Z3

ε with step ε.

4.2. Wave equations for E and H

Applying rot to equation (3.4), then substituting rotE from (3.3), and using
formula (1.2), from divH = 0 we get wave equation for H (and similarly for E)

1

c2
∂2H

∂t2
= ∆H +

4π

c
rotJ (4.2)

1

c2
∂2E

∂t2
= ∆E + 4π

( 1

c2
∂

∂t
rotJ − gradρ

)
(4.3)

Note that we would not get wave equations if in the third and fourth Maxwell
equations were the same signs. We consider these wave equations not only with
initial conditions for E(0), H(0) satisfying two first Maxwell equations, but also
with initial conditions for time derivatives

∂H

∂t
(0) = −rotE(0),

∂E

∂t
(0) = c2rotH(0)− 1

ε0
J(x, 0)

which follow from the Maxwell equations. As we have shown above, Maxwell
equations with these initial conditions have the unique solution. And we saw
that this solution satisfies wave equations (4.2,4.3). But the solution of this
wave equations with our initial conditions is also unique. Thus these solutions
coincide. See also [10].
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4.3. Potentials and gauges

Potentials are very useful in point particle mechanics, the same is for field
theories. As divH = 0, that is H is solenoidal, then formula (1.11) of theorem
1.1 shows that there exists vector function A such that

H = rotA (4.4)

Substituting this to Faraday law we get

∇×
(
E +

1

c

∂A

∂t

)
= 0

Then formula (1.12) of theorem 1.1 shows that for this irrotational field there
exists scalar field ϕ(x, t) such that

E +
1

c

∂A

∂t
= −∇ϕ⇐⇒ E = −1

c

∂A

∂t
−∇ϕ (4.5)

The functions ϕ and A are called scalar and vector potentials correspondingly.
Substituting (4.4) and (4.5) to Maxwell equations we see that two homogeneous
equations give identities, but both inhomogeneous equations look quite ugly

∇2ϕ+
1

c

∂divA

∂t
= −4πρ

∇2A− 1

c

∂2A

∂t2
− grad

(
divA+

1

c

∂ϕ

∂t

)
= −4π

c
j

To make them simpler one can use the fact that the potentials are not uniquely
defined by formulas (4.4) and (4.5). It is common to say that their choice is the
choice of gauge.

Lorentz gauge However if the Lorentz condition

divA+
1

c

∂ϕ

∂t
= 0 (4.6)

holds then we get two beautiful wave equations for potentials

1

c2
∂2A

∂t2
−∆A =

4π

c
j (4.7)

1

c2
∂2ϕ

∂t2
−∆ϕ = 4πρ (4.8)

But can we justify the Lorentz condition ? The answer is yes if we use the
following gauge transformation with arbitrary scalar function λ(x, t)

A→ A+ gradλ, ϕ→ ϕ− 1

c

∂λ

∂t
(4.9)
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It is easy to see that this does not change the fields E and H. Now we should
choose λ so that Lorentz condition hold. To get such λ it is sufficient to find it
from the following wave equation

divA+
1

c

∂ϕ

∂t
= −∇2λ+

1

c

∂2λ

∂t2
(4.10)

The fields defined by formulas (4.4) and (4.5) satisfy Maxwell equations.
Vice-versa, assume that we need to solve Cauchy problem for Maxwell equa-
tions with given initial conditions E(0), H(0). To do this we can proceed as
follows. Let us first solve independently equations (4.7) and (4.8) with zero
initial conditions, then also solve (4.10). We get potentials satisfying Lorentz
condition. Note that to get back to E and H one should not know λ, as the
gauge transform (4.9) does not change them.

Coulomb gauge Here again we define the potential by (4.4) and (4.5), but
also assume the Coulomb gauge condition

divA = 0 (4.11)

Note that this condition automatically holds for A defined by (1.11). Then the
potentials satisfy the equations

∆ϕ = −4πρ (4.12)

∆A− 1

c2
∂2A

∂t2
= −4π

c
j +

1

c

∂(gradϕ)

∂t
(4.13)

This gauge is useful with the absence of sources (charges). Then

ϕ = 0, ∆A− 1

c2
∂2A

∂t2
= 0

and the fields are defined from potentials by

H = rotA, E = −1

c

∂A

∂t

4.4. Lienard – Wiechert potential

Assume that the point charge q has the trajectory x0(t), t ∈ [−∞, T ), with
velocity v(t) such that |v(t)| is less than the speed of light c. Then for any given x
and any time T > 0 there exists at most one time moment tret = tret(x, T ) < T
such that

|x− x0(tret)| = c(T − tret)

In fact, for any t > 0 let S(x, t) be the sphere in R3 with centre at x and radius
ct. Assume that x0(tret) ∈ S(x, t = T − tret) for some tret < T . Then the
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trajectory cannot be on the sphere S(x, t ± ε) at time t ± ε because it would
take time more than ε. The uniqueness of tret is thus proved.

We use the Kirchhoff formula (2.18) with

f(x, t) = 4πqρ(x− x0(t))

f(x, t) =
4π

c
J(x, t) =

4πq

c
v(t)ρ(x− x0(t))

for scalar and vector potentials correspondingly. Thus

ϕ(x, t) =
1

4π

ˆ

|x−y|≤ct

f(y, t− |x−y|c )

|x− y|
dy = q

ˆ

|x−y|≤ct

ρ(y, t− |x−y|c )

|x− y|
dy =

= q

ˆ

|x−y|≤ct

δ(y − x0(tret))

|x− y|
dy

where we put

t′ = tret = t− |x− x0(t′)|
c

Then we can introduce the variable under the integral

ϕ(x, t) = q

ˆ

|x−y|≤ct

ˆ
dt′δ

(
t′ −

(
t− |x− x0(t′)|

c

))δ(y − x0(t′))

|x− y|
dy

Integrating in dy we get

ϕ(x, t) = q

ˆ
dt′δ

(
t′ −

(
t− |x− x0(t′)|

c

)) 1

|x− x0(t′)|

Again we need new variables

s = t′ −
(
t− |x− x0(t′)|

c

)
, n(t′) =

x− x0(t′)

|x− x0(t′)|

Then
ds

dt′
= 1− (n(t′), v(t′))

c

and change of variables gives

ϕ(x, t) = q

ˆ
dsδ(s)

[
|x− x0(t′)|

(
1− (n(t′), v(t′))

c

)]−1

=

=
q

|x− x0(t′)|
(
1− (n(t′),v(t′))

c

) (4.14)
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if tret exists and ϕ(x, t) = 0 otherwise.
Note now that to obtain this formula we used only Kirchhoff formula and

wave equation (4.8). For the vector potential A we should use now wave equation
(4.7) instead. But the difference between these wave equations is that in the
right hand side of (4.7) there is 4π

c J instead of 4πρ. Thus we get

A(x, t) =
v(tret)

c
ϕ(x, t) (4.15)

The corresponding electric and magnetic field strengths are

E(x, t) =
1

4πε0

|r|
(r, u)3

[(c2 − v2)u+ r × (u× a)]

H(x, t) =
1

c
n× E(x, t)

where u = cn− v and a = dv
dv is the particle acceleration at time t = tret.

5. Lorentz equation – fields move particles

Assume now that the fields E(t, x) and H(t, x) are given. And consider the
Newtonian dynamics of one particle of charge q with Lorentz force F

m
dv

dt
= F = q

(
E +

1

c
[v,H]

)
(5.1)

Here we will mainly consider only the second (magnetic) force in (5.1).

Example For example, if E = 0 and H is constant and parallel to the x1-
axis, then the particle will (dependently of initial conditions) move with uniform
velocity v1 in the x1-direction (that is along the lines of magnetic force) and
simultaneously rotates parallel to the (x2, x3)-plane. In fact, let H = (B1, 0, 0),
then

dv1

dt
= 0,

dv2

dt
= v3B1,

dv3

dt
= −v2B1,

Then v1(t) = v1(0) and for i = 2, 3 (if dvi
dt (0) = 0)

d2vi
d2t

= −viB2
1 =⇒ vi(t) = C1 sin |B1|t+ C2 cos |B1|t = vi(0) cos |B1|t,

xi(t) = xi(0) +

tˆ

0

vi(0) cos |B1|tdt = xI(0) +
vI(0)

|B1|
sin |B1|t
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Remark 5.1. About forces depending on velocity of the particle. Exam-
ples of such forces:

1. Hamiltonians H(p) are used in geometric optics;
2. Forces F = −αv or other functions f(v) are often used as friction forces;

Systems with this force do not respect the energy conservation law. Moreover,
such forces are not fundamental forces and should be deduced from the laws of
non-equilibrium statistical physics;

3. Force F = F (v) is called gyroscopic if it depend on v and does not do
work (does not produce energy) that is at any time t the scalar product

Fv = 0

Examples are magnetic force and Coriolis force, that is the force F = −2m[ω, v]
on the particle having velocity v relatively to the reference system, having an-
gular velocity ω,

One can imagine even more general Hamiltonian systems
In particle mechanics any function H(q, p) can be considered as the Hamil-

tonian. which defines time evolution of q and p via Hamiltonian equations

dq

dt
=
∂H

∂p
,

dp

dt
= −∂H

∂q
(5.2)

and moreover it is an integral for these equations. However, it does not mean
that this is directly related to Newton equations by

q = x, v =
dq

dt
, p = mv,

and even less directly to the following identification for some function U(x)

T = T (v) =
mv2

2
, H = T (v) + U(x), F (x)−−∇U(x)

Lorentz force does not prevent energy conservation law, and one could try to
write down the corresponding Hamiltonian form using magnetic vector potential
A,. Why do we need this – one of the explanation is that we are looking for the
conserved quantity for Lorentz dynamics.

We use general approach when also q = x but p 6= mv. Our example is: for
the vector function A = A(q) the Hamiltonian

H =
1

2m
(p−A)2 =

p2

2m
− 1

m
(p ·A) +

1

2m
A2 (5.3)

To simplify notation we write here A instead of ecA. If we define the momentum
as p = mv +A then

p = mv +A =⇒ v =
p

m
− A

m
=⇒ H =

mv2

2
(5.4)
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then our Hamiltonian and also the kinetic energy in the sense of Newton me-
chanics are conserved. This means also that magnetic force does not produce
work.

Now direct calculations show that (magnetic part of) the Lorentz force fol-
lows from this. In fact, the first Hamilton equation in (5.2) is the first equation
in (5.4)

vi =
1

m
(pi −Ai) =

dqi(t)

dt
=
∂H

∂pi
The second Hamilton equation gives for example for i = 1

m
d2q1

dt2
= m

dv1

dt
=
dp1

dt
− dA1

dt
= −∂H

∂q1
− dA1

dt
=

=
1

m

∑
j

pj
∂Aj
∂q1
− 1

m

∑
j

Aj
∂Aj
∂q1
−
∑
j

vj
∂A1

∂qj
=

=
1

m

∑
j

(mvj +Aj)
∂Aj
∂q1
− 1

m

∑
j

Aj
∂Aj
∂q1
−
∑
j

vj
∂A1

∂qj
=

=
∑
j

vj
∂Aj
∂q1
−
∑
j

vj
∂A1

∂qj
=
∑
j

vj

(
−∂A1

∂qj
+
∂Aj
∂q1

)
=

= v2

(∂A2

∂q1
− ∂A1

∂q2

)
− v3

(∂A1

∂q3
− ∂A3

∂q1

)
=

= v2(∇×A)3 − v3(∇×A)2 = ([v, rotA])1

The Lorentz force (5.1) follows.

Remark 5.2. Note that the Lorentz force is an axiom. For example, changing
the sign of A in (5.3) and in (5.4), we get minus sign in the Lorentz force.

6. Particular solutions

Microscopic electrodynamics presents some global view on the basic axioms
concerning electricity. In despite of the fact that its consistency is not yet proved
there are very important parts of it which are absolutely consistent. Examples
of such theories:

1) algebraic theories related to Maxwell equations. There is a lot: sym-
metries (including special relativity), language of differential forms and other
geometric algebra, etc.,

2) simplified cases, for example time independent, or when some parameters
are scaled as necessary,

3) situations with large number of particles and external forces of not yet
understood nature (stochastic influence).

We shortly describe here only some examples of 2) and 3). Many practical
applications we do not even mention: optics, transmission lines etc.
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6.1. Elementary electrostatics

If ρ(x) and j(x) do not change in time then there can be static (not depending
on time) solutions E(x), H(x). If so, each of them independently satisfies the
corresponding pair of equations

divE = 4πρ, rotE = 0 (6.1)

divH = 0, rotH =
4π

c
J (6.2)

The first pair defines the science called electrostatics. By equation (1.12) there
exists scalar function ϕ called potential such that

E = −∇ϕ

Applying divergence to it, we get the following Poisson equation

(∆ϕ)(x) = −4πρ(x), x ∈ R3 (6.3)

If ρ(x) = q0δ(x) then it has the following solution (unique up to an additive
constant)

ϕ(x) =
q0

r
=⇒ E(x) = −∇ϕ =

q0

r2

x

r
(6.4)

where r = |x|. This follows from formula (1.7). This follows also from L-W
potential formula (4.14) if the charge stands still all the time (starting from
−∞). If the charge is introduced at point 0 at some finite time, then (6.4) holds
starting from some time moment.

For smooth density ρ(x)

ϕ(x) =

ˆ
ρ(y)

|x− y|
dy

Connection of E with the force gives the Lorentz force axiom: we get the
famous Coulomb law: electric charge q0 at point 0 acts on the charge q at the
point x with the force

F =
1

4πε0

qq0

r2

x

r
(SI) =

qq0

r2

x

r
(Gaussian) (6.5)

Thus the charges of the same sign repel each other, and charges of different signs
attract to each other. Note that the vector function F = F (x) is absolutely
integrable at zero and thus it can be considered as generalized function.

Finally, for system of N charged particles one can define (as in Newton’s
mechanics) the two particle interaction potential U(|xi−xj |) and (electrostatic)
potential energy of the particle system

U =
∑
i<j

U(|xi − xj |) =
∑
i<j

qiqj
|xi − xj |

=
1

2

∑
i 6=j

qiqj
|xi − xj |

(6.6)
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Then Newtonian equations for this particle system will be

mi
d2xi
dt2

= − ∂U
∂xi

This is Coulomb mechanics which still does not exist, see Project 4.
Similarly we can define the field created by the charge density ρ(y) (say with

compact support)

Vρ(x) =

ˆ
ρ(y)

|x− y|
dy, Eρ(x) = −∇Vρ

and the potential energy of continuous charge system

Ucont =
1

2

ˆ
ρ(x)ρ(y)

|x− y|
dxdy =

1

2

ˆ
ρ(x)Vρ(x)dx =

= − 1

8π

ˆ
(∆Vρ)Vρ(x)dx =

1

8π

ˆ
(gradVρ)

2(x)dx =
1

8π

ˆ
E2
ρdx = Ufield

At the end we rewrote this potential energy in terms of E and called this the
energy of electrostatic field (produced by this charge system). We see that Vρ
and Ufield are finite if ρ is smooth and has compact support. We see also that
Ufield,cont is always positive. On the contrary that is not true for the similar
expression for the energy of the field of discrete charges

E2(x)dx =

(∑
i

ei
|x− xi|2

)2

dx =

(∑
i

e2
i

|x− xi|4
+
∑
i 6=j

ei
|x− xi|2

ej
|x− xj |2

)
dx

The first sum is moreover always infinite. It is related to self interaction of the
point charge. If we discard this sum then we get finite expression. This is the
simplest example of renormalization (elimination of divergencies).

6.2. Elementary magnetostatics

This is defined by the second pair of equations (6.2). First of all, it follows
from (4.1) that the current density J(x) satisfies

∇J = 0

This means that there are only stationary currents where the charge density is
conserved at any point. We assume also that the support of J(x) is bounded.
As H = ∇× A, the second formula (6.2) gives Poisson equation for the vector
potential A:

4π

c
J = rotH = rotrotA = −∆A (6.7)
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similar to˙equation (6.3) in electrostatics. Then the only solution of equations
(6.2) is given by

A(x) =
1

c

ˆ

Λ

J(y)

|x− y|
dy

Direct calculation gives (in Gauss system)

H(x) =
1

c

ˆ

Λ

j(y)× (x− y)

|y − x|
dy,

where Λ is the volume such that J(x) = 0 if x 6= Λ. This is the Biot – Savart
law: stationary current creates stationary magnetic field.

6.3. Elementary radiation

Consider now the case when the radiating particle with charge q moves with
constant velocity 0 ≤ v < c along x-axis R as x0(t) = vt < x ∈ R, t ≥ 0

f(x, t) = 4πqρ(x, t) = 4πqδ(x− vt)

In this case

t′v + c(t− t′) = x⇐⇒ t′ =
ct− x
c− v

= a−1(t− x

c
), a = 1− v

c
.

Then

x− x0(t′) = x− vt′ = x− a−1v
(
t− x

c

)
= a−1

(
ax− vt+ x

v

c

)
= a−1(x− vt)

and substituting to (6.4) we get

ϕ(x, t) = q
1

x− vt

This looks like the static Coulomb law: the particle at time t at point x − vt
created Coulomb field at the point x at the same moment t. With more bulky
calculations (or see [5], page 434) one can sow that if x does not belong to the
x-axis then the answer is

ϕ(x, t) = q
1

|x− vt|
√

1− v2 sin2 ϕ
c2

where ϕ is the angle between vectors x and v. If the case ϕ = 0 could seem
exceptional, but the formula above shows that the result seems to have sense
for small velocities v2 � c2. And one could suspect that self interaction could
play role here for large v (see Project 5).
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Remark 6.1. Now we give a wrong calculation which shows how one can make
mistake with multidimensional δ-functions

ϕ(x, t) = q

ˆ

|x−y|≤ct

δ(y − t′v)

|x− y|
dy =

= q
1

x− a−1(t− x
c )v

= q
a

ax− (t− x
c )

= q
a

x− vt
= q

1− v
c

x− vt

6.4. Energy of free fields

Consider now Maxwell equations without sources (we call this free fields),
that is when ρ = 0, J = 0. Then the simplest solution, not dependent on x, y, is

E(z, t) = E0f(kz − ωt), H(z, t) = H0f(kz − ωt) (6.8)

with constant vectors E0, H0 and function f of one real variable z. In particular,
these can be monochromatic plane waves, that is

E(z, t) = E0e
i(kz−ωt), H(z, t) = H0e

i(kz−ωt) (6.9)

or “point packets” with f(·) = δ(·), that is each component fluctuates with the
same frequency and spread with the speed c = ω

k along one direction (z axis).
At any time moment the field is constant along xy plane.

From divE = divH = 0 follows transversality of the vectors E0, H0, that is
their z-components are zero. Moreover,

H0,x = −E0,y, H0,y = E0,x

that is electric and magnetic fields are orthogonal and their real amplitudes are
equal.

There always existed beautiful algebraic activity concerning (for example
Hamilton – Lagrange approach) Maxwell – Lorentz equations.

For example, energy density of the electromagnetic field should be taken as

u =
1

8π
(E2 +H2)

Then (see for example [15])

∂

∂t
u =

( 1

8π
2E

∂E

∂t
+ 2H

∂H

∂t

)
=

1

4π
(E(c∇×H − 4πJ) +H(−c∇× E)) =

= −(J,E) +
c

4π
((E,∇×H)− (H,∇× E)) =

= −(J,E)− c

4π
(∇, E ×H) = −(J,E)− (∇, S) (6.10)
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where we introduced the Poynting vector

S =
c

4π
(E ×H) (6.11)

Assume now that J(x) = 0 and that initial data E(x, 0), H(x, 0) are smooth
and have compact support. Then at any time t fields have compact support.
Moreover, for any t the energy

ˆ

Λ

u(x, t)dx (6.12)

where Λ = R3 is finite and conserved. One can prove this taking, for given t, in
(6.12) sufficiently large volume Λ = Λ(t) so that E and H are zero outside this
volume. Then

∂

∂t

ˆ

Λ

udx =

ˆ

Λ

∂

∂t
udx = −

ˆ

Λ

(∇, S)dx = 0

by Gauss – Ostrogradskij formula (1.10).
Besides its conservation property, there are other indications to call u(x, t)

the energy (see, for example, section concerning electrostatics).

Remark 6.2. However, until there is no consistency proof, all examples are inter-
esting where these algebraic techniques can be justified with consistency proof.

6.5. First steps towards rigorous Macroscopic Electrodynamics

Coulomb mechanics It could be great mathematical science but does not
still exist. See Project 3 for details.

Electric current This is one-dimensional Coulomb mechanics, see Project 4
where it is explained in detail.
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